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Abstract. In this work we consider a class of degenerate analytic maps of the form x̄ = x+ ym + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω,

where mn > 1, n ≥ m, h1 and h2 are of order n+1 in z, and ω = (ω1, ω2, . . . , ωd) ∈ Rd

is a vector of rationally independent frequencies. It is shown that, under a generic
non-degeneracy condition on f , if ω is Diophantine and ε > 0 is small enough, the
map has at least one weakly hyperbolic invariant torus.
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1 Introduction and main results

The existence and persistence of invariant manifolds are fundamental topics in nonlinear
dynamical systems. Geometrically, invariant tori describe the quasiperiodic motions for
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dynamical systems. Indeed, quasiperiodic forcing is not only a natural extension of periodic
forcing, it also occurs in many physically relevant situations as there are many systems
subject to external forcing depending on several frequencies. For instance, Harper map
with quasiperiodic potential and the quasiperiodically forced Arnold circle map serve as
models of quasiperiodic crystals respectively in [1] and [5].

In this paper, we consider a map of the form

(F, ω) : R2 × Td → R2 × Td,
(z, θ) 7−→ (F (z, θ, ε), θ + ω),

where Td = Rd/Zd, F is analytic with respect to z, θ and ε, and ω is a vector of rationally
independent frequencies. In this case, R2 is called the fiber space, and F the fiber map.
This kind of skew product has been studied in many works [1, 3, 5, 6, 9, 11] (see also
references therein). Many of these works focus on breakdown of invariant tori into strange
nonchaotic attractors. In this paper, we study the persistence of invariant tori under
perturbation in a degenerate situation: we assume that F (0, θ, 0) = 0 (∀θ ∈ Td), that
DzF (0, θ, 0) does not depend on θ, and that Spec (DzF (0, θ, 0)) = {1}.Degenerate systems
appear commonly in Celestial Mechanics [12, 13, 4, 2], and degenerate volume preserving
maps are also studied in [14, 19]. The setting considered in this paper is the following:

x̄ = x+ Ωym + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω,

where Ω > 0, mn > 1, n ≥ m and ω = (ω1, ω2, . . . , ωd) ∈ Rd. Moreover, fi and hi are of
the form

f1(x, y, θ, ε) =
∑

0≤i+j≤n
f1ij(θ, ε)x

iyj , h1(x, y, θ, ε) =
∑

i+j≥n+1

h1ij(θ, ε)x
iyj , (1.1)

f2(x, y, θ, ε) =
∑

0≤i+j≤n
f2ij(θ, ε)x

iyj , h2(x, y, θ, ε) =
∑

i+j≥n+1

h2ij(θ, ε)x
iyj , (1.2)

with f(0, 0, θ, ε) 6= 0 and h(0, 0, θ, ε) = 0, where f = (f1, f2)T and h = (h1, h2)T . Therefore,
if ε = 0, u(θ) = 0 is a parabolic invariant torus. We say that f are lower order terms, and
h higher order terms. Here the minimum order of h1 is n + 1 rather than m + 1, since x
in the solution has larger size than y has if n > m and we expect an uniform size of the
high order terms to make the results correct. Throughout this paper, and without loss of
generality, we assume that n ≥ m. If n < m, an analogous result can be obtained.

The value of Ω can be set equal to 1 by using suitable scaling factors in x and y. Hence,
for convenience, let’s consider the following map:

x̄ = x+ ym + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω.

(1.3)

We focus on invariant tori with a prescribed vector of fixed frequencies ω. Hence they
can be seen as the response of the autonomous system (when ε = 0) to the effect of the
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quasiperiodic forcing (when ε > 0). Analogous situations are discussed in [7, 8, 10, 15, 16,
17, 18] for the elliptic or weakly hyperbolic cases.

Moreover, the results of this paper can be applied to some specific class of degenerate
differential equations by means of a suitable Poincaré section. A construction of a skew
product transformation derived from a quasiperiodic vector field will be found in Appendix
A. In particular, we consider the differential equation{

ẋ = ym + εl1(x, y, t) + q1(x, y, t),
ẏ = xn + εl2(x, y, t) + q2(x, y, t),

(1.4)

as an example (see details in Appendix A), where the time dependence is quasiperiodic.
As a result, when m = 1, n > 1, the Poincaré map of (1.4) defined by a complete revolution
of one of the angles of the quasiperiodic time-dependence has the following form

x̄ = x+ y + Ωxn + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω,

(1.5)

and when n ≥ m > 1, it has the form
x̄ = x+ ym + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω,

where f contains lower order terms and h contains higher order terms. These degenerate
maps are the topic of this paper.

The existence of a weakly hyperbolic quasiperiodic solution for the case m 6= 1 and
m, n both odd is mentioned as an open problem in Remark 4 of [16]. In this paper, we
provide an answer for this problem. What we do is even more general because m and n
can also be even. Hence, it is not just a generalization of results in [15, 16, 17]. Moreover,
we stress that the ideas of the proof are totally different from the proofs in [15, 16, 17].

When m = 1 and n is odd, a quasiperiodic solution of the differential equations (1.4)
is equivalent to an invariant torus of the map (1.5). Taking Ω = 1, we obtain the map

x̄ = x+ y + xn + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω.

(1.6)

Under suitable hypothesis, the results in this paper show that this map has also at least
one hyperbolic invariant torus. Therefore, the cases studied in [15] and [16] by Xu are
included here. Moreover, m and n are not necessarily odd as they are in [15] and [16].

As it is usual, we need a Diophantine condition to control the small divisors appearing
during the KAM iterations.

Definition 1.1. We say ω ∈ Rd is a Diophantine vector of type (c, γ) if only if

|(k, ω)− l| ≥ c

|k|γ
, ∀k ∈ Zd\{0}, l ∈ Z,

where |k| = |k1|+ · · ·+ |kd|, c > 0 and γ ≥ d. Let DC(c, γ) be the set of the Diophantine
vectors of type (c, γ).
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The following theorems are the main results of this paper. In order to state the
theorems simply and clearly, we denote by [f ] the average of f(θ) with respect to θ.

Theorem 1.2. Let c > 0, γ ≥ d, r > 0, ρ > 0. Suppose that ω ∈ DC(c, γ), and that hi, fi
are real analytic functions in x, y, ε on an open set of the origin, analytic in θ on an open
complex strip of the real line, and that they have the form (1.1) and (1.2) respectively,
where i = 1, 2. Moreover, we assume

[f100]

{
< 0 if m is even,
6= 0 if m is odd,

and

[f200]

{
< 0 if n is even,
6= 0 if n is odd.

Then there exists a sufficiently small ε0 > 0, such that if ε < ε0 then the map (1.3) has at
least one weakly hyperbolic and analytic invariant torus.

Theorem 1.3. Let c > 0, γ ≥ d, r > 0, ρ > 0. Suppose that ω ∈ DC(c, γ), and that hi, fi
are real analytic functions in x, y, ε on an open set of the origin, analytic in θ on an open
complex strip of the real line, and that they have the form (1.1) and (1.2) respectively,
where i = 1, 2. Moreover, we assume

[f200]

{
< 0 if n is even,
6= 0 if n is odd.

Then there exists a sufficiently small ε0 > 0, such that if ε < ε0 then the map (1.6) has at
least one weakly hyperbolic and analytic invariant torus.

Remark 1.4. For concreteness, if m and n are both even, we get two weakly hyperbolic
and analytic invariant tori, otherwise, we just get one.

Remark 1.5. In the nondegenerate case m = n = 1, hi and fi do not need to be analytic.
It is enough if they are of class Ck with k ≥ 1. Then, the corresponding invariant torus is
also of class Ck. The proof can be found in Appendix B.

Remark 1.6. The proof of Theorem 1.3 is analogous to the proof of Theorem 1.2. Hence,
in this work we mainly discuss the proof of Theorem 1.2.

2 Sketch of the proof

To simplify the notation, we will not write the dependence of f and g on ε. As we will
see, this dependence does not have any impact on the proofs. Hence, we consider the map

x̄ = x+ ym + εf1(x, y, θ) + h1(x, y, θ),
ȳ = y + xn + εf2(x, y, θ) + h2(x, y, θ),
θ̄ = θ + ω,

(2.1)

where nm > 1 and n ≥ m. Moreover, fi and hi are as in (1.1) and (1.2) skipping ε, with
f(0, 0, θ) 6= 0 and h(0, 0, θ) = 0. If ε = 0, the fiber map of (2.1) has a fixed point at the
origin.
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It is natural to consider the average map of the fiber map of (2.1){
x̄ = x+ ym + ε[f1](x, y) + [h1](x, y),
ȳ = y + xn + ε[f2](x, y) + [h2](x, y),

(2.2)

where [f ] denotes the average of f with respect to θ, which is

[f ](x, y) =

∫
Td
f(x, y, θ) dθ.

If ε = 0, the map (2.2) has a fixed point at the origin. However, if ε > 0, the fixed point
may split into several fixed points and we want to show that at least one of them is real.
These fixed points are roots of the combined equations{

ym + ε[f1](x, y) + [h1](x, y) = 0,
xn + ε[f2](x, y) + [h2](x, y) = 0.

(2.3)

By rescaling the variables as follows

x = ε
1
n x̃, y = ε

1
m ỹ, (2.4)

equation (2.3) becomes{
ỹm + [f100] + τ f̂1(x̃, ỹ) + τ ĥ1(x̃, ỹ) = 0,

x̃n + [f200] + τ f̂2(x̃, ỹ) + τ ĥ2(x̃, ỹ) = 0,
(2.5)

where τ = ε
1
n . Assume that F̃ (z̃, τ) = 0 denotes the combined equations (2.5) where

z̃ = (x̃, ỹ)T . It is easy to see that F̃ is real analytic on z̃ and C1 on τ. In order to use the
Implicit Function Theorem to show the existence of solutions for τ 6= 0, we assume

[f100]

{
< 0 if m is even,
6= 0 if m is odd,

(2.6)

and

[f200]

{
< 0 if n is even,
6= 0 if n is odd.

(2.7)

Let us consider F̃ (z̃, 0) = 0, which is{
ỹm + [f100] = 0,
x̃n + [f200] = 0.

(2.8)

Equations (2.8) have at least a nonzero real root by conditions (2.6) and (2.7). Here if n

is even we denote by (−[f200])
1
n the positive root of the second equation, and if m is even,

we also denote by (−[f100])
1
m the positive root of the first equation. In summary, if m and

n are both odd we obtain the real root ((−[f200])
1
n , (−[f100])

1
m ), if m is odd and n is even

we have the real solutions (±(−[f200])
1
n , (−[f100])

1
m ), if m is even and n odd we have the

real roots ((−[f200])
1
n ,±(−[f100])

1
m ) and, finally, if m and n are both even we obtain four

real roots, (±(−[f200])
1
n ,±(−[f100])

1
m ).
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Denote a real root by z̃00 = (x̃00, ỹ00). As the matrix

Dz̃F̃ (z̃00, 0) =

(
0 m(ỹ00)m−1

n(x̃00)n−1 0

)
is regular, the Implicit Function Theorem ensures that, for each τ close enough to 0, there
exist a value z̃0(τ) such that F̃ (z̃0(τ), τ) = 0 and, moreover,

z̃0(τ) = (x̃0(τ), ỹ0(τ)) = (x̃00, ỹ00) +O(τ).

In this work we just consider the roots z̃00 = (x̃00, ỹ00) which make the eigenval-
ues of the matrix Dz̃F̃ (z̃00, 0) real. If m and n are both even, we get two appropri-

ate roots ((−[f200])
1
n , (−[f100])

1
m ) and (−(−[f200])

1
n ,−(−[f100])

1
m ), otherwise, one root

((−[f200])
1
n , (−[f100])

1
m ). Hence, the conditions (2.6) and (2.7) guarantee that there is at

least one root such that the eigenvalues of the matrix Dz̃F̃ (z̃00, 0) are real. Without loss

of generality, we take the root ((−[f200])
1
n , (−[f100])

1
m ) as an example. In this case, the

corresponding solution of F̃ (z̃, τ) = 0 is

(x̃0(τ), ỹ0(τ)) = ((−[f200])
1
n , (−[f100])

1
m ) +O(τ).

Substituting this solution into the rescaling transformation (2.4), we have a corresponding
real root of the combined equations (2.3)

z0(τ) = (x0(τ), y0(τ)) = (τ x̃0(τ), τ
n
m ỹ0(τ)),

which is also a real fixed point of the averaged map (2.2).
By a translation

Ψ :

{
x 7→ x+ x0(τ),
y 7→ y + y0(τ),

the map (2.1) becomes
x̄ = x+ (y + y0)m + τnf1(x+ x0, y + y0, θ) + h1(x+ x0, y + y0, θ),
ȳ = y + (x+ x0)n + τnf2(x+ x0, y + y0, θ) + h2(x+ x0, y + y0, θ),
θ̄ = θ + ω.

(2.9)

As τ is a small parameter, if m < n the first part of the map (2.9) is more important than
the second one. Hence, we rescale the variables as follows

x 7→ τβx, y 7→ τnβy,

where β = n−m
2m(n−1) . Then,{
z̄ = (I + δn−1(A0 + C(δ)) + δnQ̆(θ, δ))z + δnğ(θ, δ) + h̆(z, θ, δ),
θ̄ = θ + ω,

(2.10)

being δ = τ
2mn−n−m
2m(n−1) and

A0 =

(
0 m(−[f100])

m−1
m

n(−[f200])
n−1
n 0

)
.
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Let B0 be a regular matrix such that B−1
0 A0B0 = D0 = diag(λ0

1, λ
0
2). Making a change of

variables z 7→ B0z, the map (2.10) becomes{
z̄ = (I + δn−1D(δ) + δnQ(θ, δ))z + δng(θ, δ) + h(z, θ, δ),
θ̄ = θ + ω,

(2.11)

where D(δ) = D0 +B−1
0 C(δ)B0 and h is of second order in z, and of order 0 in δ.

We are going to apply a sequence of transformations such that the final fiber map has
a fixed point at the origin. The main idea is based on a KAM iteration. Before starting
a KAM iteration, we will simplify the map (2.11) so that this iteration can be carried out
in an easier way. The main idea is to make the size of the independent term g smaller.
What we exactly do is to translate the variables by an approximation of the invariant
torus. This approximation u(θ, δ) is obtained from the linearization{

z̄ = (I + δn−1D(δ))z + δng(θ, δ),
θ̄ = θ + ω.

If we look for the quasiperiodic solution u of this system, we face the small divisors
|e2π

√
−1(k,ω) − 1− δn−1λi| which are larger than c

|k|γ if λi is real and ω ∈ DC(c, γ). As we

will see in Lemma 4.3, u is of order δn when [g] = 0. After applying the transformation{
z = z∗ + u,
θ = θ,

(2.12)

we obtain {
z̄∗ = (I + δn−1D + δnQ1(θ, δ))z∗ + δ2ng∗(θ, δ) + h∗(z∗, θ, δ),
θ̄ = θ + ω,

(2.13)

where Q1 = Q+ Dzh(u,θ,δ)
δn , g∗ = 1

δnQu+ 1
δ2n
h(u, θ, δ) and h∗ = h(z∗+u, θ, δ)−h(u, θ, δ)−

Dzh(u, θ, δ)z∗. To have a quadratically convergent scheme, we need to find a new change
of variables making δnQ1 smaller. To this end, we rewrite the map (2.13) as{

z̄∗ = (I + δn−1A∗ + δnQ∗(θ, δ))z∗ + δ2ng∗(θ, δ) + h∗(z∗, θ, δ),
θ̄ = θ + ω,

where A∗ = D + δ[Q1], Q∗ = Q1 − [Q1]. Making the change of variables{
z∗ = (I + δnP )z+,
θ = θ,

(2.14)

where P is a quasiperiodic matrix determined by the condition

P̄ + δn−1P̄A∗ − P − δn−1A∗P = Q∗,

the map (2.13) becomes{
z̄+ = (I + δn−1A∗ + δ2nQ̃(θ, δ))z+ + δ2ng̃(θ, δ) + h̃(z+, θ, δ),
θ̄ = θ + ω,

(2.15)
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where Q̃(θ, δ) = (I + δnP̄ )−1[P̄ 2(I + δn−1A∗) +Q∗P − P̄ (Q∗ + P + δn−1A∗P )], g̃(θ, δ) =
(I + δnP̄ )−1g∗ and h̃ = (I + δnP̄ )−1h∗((I + δnP )z+, θ, δ). Here we have the small divisors

|e2π(k,ω)
√
−1 − 1− δn−1(λi − λj)| which are larger than c

|k|γ for ω ∈ DC(c, γ).

Now, for the linear part of (2.15),{
z̄+ = (I + δn−1A∗)z+ + δ2ng̃(θ, δ),
θ̄ = θ + ω,

we have that, as [g̃] 6= 0, the invariant torus is not of order δ2n (for details see Lemma 4.3).
Then after two transformations (the first for making the independent term smaller, and
the second for making the new term δ2nQ̃ smaller), we obtain{

z̄ = (I + δn−1A∗1(δ) + δ3n+1Q∗1(θ, δ))z + δ3n+1g∗1(θ, δ) + h∗1(z, θ, δ),
θ̄ = θ + ω.

(2.16)

Here we use Lemma 4.2 to show that all the corresponding eigenvalues are real numbers
and this allows to control the divisors |e2π

√
−1(k,ω) − 1− δn−1λi| when λi changes.

Replacing δn−1 by η, the map (2.16) can be written as{
z̄ = (I + ηA∗1(δ) + η3δ4Q∗1(θ, δ))z + η3δ4g∗1(θ, δ) + h∗1(z, θ, δ),
θ̄ = θ + ω.

(2.17)

Now, we split η3δ4g∗1(θ, δ) into the two factors η2 and ηδ4g∗1(θ, δ). Here we use the part η2

to deal with the η appearing in ηA∗1(δ), and let the part ηδ4g∗1(θ, δ) be a KAM iteration
term which means that in each KAM step we make the size of this term smaller than it
is in the above step. We also rewrite η3δ4Q∗1(θ, δ) in the same way. Then the map (2.17)
becomes {

z̄ = (I + ηA1(η) + η2Q1(θ, η))z + η2g1(θ, η) + h1(z, θ, η),
θ̄ = θ + ω,

(2.18)

whereA1(η) = A∗1(δ), Q1(θ, η) = ηδ4Q∗1(θ, δ), g1(θ, η) = ηδ4g∗1(θ, δ), h1(z, θ, η) = h∗1(z, θ, δ).
Moreover, it is easy to see that Q1 and g1 are of order η. We are going to apply a sequence
of transformations such that the fiber map of the final map has a fixed point at the origin.
We take the map (2.18) as the initial map in KAM iteration.

In the j-th KAM step, we have a map of the form{
z̄ = (I + ηAj(η) + η2Qj(θ, η))z + η2gj(θ, η) + hj(z, θ, η),
θ̄ = θ + ω,

(2.19)

where ‖Qj‖ ≤ νj , ‖gj‖ ≤ νj (ν1 = η). By transformations of the type (2.12) and (2.14),
the map (2.19) becomes{

z̄ = (I + ηAj+1 + η2Qj+1)z + η2gj+1 + hj+1,
θ̄ = θ + ω,

where ‖Qj+1‖ ≤ νj+1, ‖gj+1‖ ≤ νj+1. Roughly speaking, we will have νj+1 ' ν2
j (the

exact iterative formula of νj can be found in section 6). In view of ν1 = η, Qj+1 and gj+1

are of order η2j . Then, the scheme will be convergent to a map{
z̄ = (I + ηA∞)z + h∞(z, θ),
θ̄ = θ + ω,

8



which has a hyperbolic fixed point at the origin. Therefore, the original map has a hyper-
bolic invariant torus near the origin, more precisely, near the point ((−ε[f200])

1
n , (−ε[f100])

1
m )

which is the main part of a root of the averaged map (2.2). Moreover, the eigenvalues
of I + ηA∞ are of the form of 1 ± O(η), so we say that the invariant torus is weakly
hyperbolic. Furthermore, when m and n are both even, we can get one more weakly hy-
perbolic invariant torus near the point (−(−ε[f200])

1
n ,−(−ε[f100])

1
m ) if we take the point

(−(−[f200])
1
n ,−(−[f100])

1
m ) which is also an appropriate root of F̃ (z̃, 0) = 0.

3 Notations

For z ∈ R2, ‖z‖ denotes the sup norm of z and, if A is a matrix, ‖A‖ is the corresponding
sup norm. We denote the complex torus by TdC = Cd/Td. For f(z, θ) : R2 × Td → R, [f ](z)
denotes the average of f with respect to θ.

Let us define
Bα(A0) = {A ∈ L(R2,R2) : ‖A−A0‖ < α},

D(r, ρ) = {(z, θ) ∈ R2 × TdC : ‖z‖ < r, |=(θi)| < ρ i = 1, 2, · · · , d},

Tdρ = {θ ∈ TdC : |=(θi)| < ρ, i = 1, 2, · · · , d}, ∆δ0 = (0, δ0],

being =(θ) the imaginary part of θ.
Suppose f(z, θ) : R2 × TdC → C is an analytic function defined on D(r, ρ), with

‖f(z, θ)‖r,ρ = sup
(z,θ)∈D(r,ρ)

|f(z, θ)|.

We denote by Cωr,ρ(R2×Td,R) the set of analytic functions onD(r, ρ) such that f(R2×Td) ⊂
R and by Ckr,ρ(R2 × Td,R) the set of Ck functions. If f(z, θ) : R2 × TdC → C2 is analytic on
D(r, ρ), then

‖f(z, θ)‖r,ρ = max{‖f1(z, θ)‖r,ρ, ‖f2(z, θ)‖r,ρ},

and we define Cωr,ρ(R2 × Td,R2) similarly to Cωr,ρ(R2 × Td,R). If f(z, θ, δ) is analytic with
respect to z and θ on D(r, ρ) and continuous with respect to δ on ∆δ0 , we define

‖f(z, θ, δ)‖r,ρ,δ0 = sup
δ∈∆δ0

sup
(z,θ)∈D(r,ρ)

‖f(z, θ, δ)‖.

Given k ∈ N, we denote by Ck(Tdρ,R2) the set of Ck functions u : Tdρ → C2 such that

u(Td) ⊂ R2, endowed with the norm

‖u‖Ck = sup
|i|≤k

sup
θ∈Tdρ
‖Diu(θ)‖,

where ‖ · ‖ denotes sup norm of Diu(θ). Cω(Tdρ,R2) is defined in the same way, with the
sup norm

‖u‖ρ = sup
θ∈Tdρ
‖u(θ)‖.
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4 Some technical lemmas

In order to prove the main theorem, we will first give some lemmas.

Lemma 4.1. (Lemma 2.8 in [8]) Let D0 be a diagonal matrix with 2 different nonzero
eigenvalues λ0

1, λ0
2, and µ, α be two positive values such that |λ0

1| > 2µ, |λ0
2| > 2µ,

|λ0
1 − λ0

2| > 2µ and α < 2µ/5. Then if ‖A−D0‖ < α, the following conditions hold:
1. Spec(A) = {λ1, λ2}, and |λ1| > µ, |λ2| > µ, |λ1 − λ2| > µ.
2. There exists a nonsingular matrix B such that B−1AB = D = diag(λ1, λ2), where

‖B‖ ≤ 2 and ‖B−1‖ ≤ 2.

The proof of this Lemma can be found in [8].

Lemma 4.2. Let D be a diagonal matrix with 2 different nonzero real eigenvalues λ1, λ2.
Then if ‖A‖ < |λ1−λ2|

2 , the eigenvalues of D +A are real numbers.

Proof. Assume λ2 > λ1 and

A =

(
a11 a12

a21 a22

)
.

Let λ̂1, λ̂2 be the eigenvalues of D +A, and let U1, U2 be the following disks

U1 = {u ∈ C : |u− (λ1 + a11)| < |a12|},

U2 = {u ∈ C : |u− (λ2 + a22)| < |a21|}.

By Gerschgorin theorem, if U1
⋂
U2 = ∅, λ̂1 lies in one of the disks, and λ̂2 lies in the

other disk. This implies that λ̂1, and λ̂2 must be real numbers.
In view of ‖A‖ < |λ1−λ2|

2 , we obtain

|a11|+ |a12|+ |a21|+ |a22| < λ2 − λ1,

which implies
a11 + |a12|+ |a21| − a22 < λ2 − λ1.

Then we have
λ1 + a11 + |a12| < λ2 + a22 − |a21|,

which implies U1
⋂
U2 = ∅. Hence, the eigenvalues of D +A are real numbers.

Lemma 4.3. Consider the following map{
z̄ = (I + δqA+ δlQ(θ))z + δlg(θ) + h(z, θ),
θ̄ = θ + ω,

(4.1)

where l > q ≥ 1, A ∈ Bα(D0), Q(θ), g(θ) ∈ Cω(Tdρ,R2), h(z, θ) ∈ Cωr,ρ(R2 × Td,R2) and
ω ∈ DC(c, γ). Assume that the eigenvalues of A are real and

[Q] = 0, h(0, θ) = 0, Dzh(0, θ) = 0, ‖Dzzh(z, θ)‖r,ρ ≤ K.
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Let 0 < ρ∗ < ρ such that σ = ρ− ρ∗ ≤ 1. Then there exists a function u(θ) ∈ Cω(Tdρ∗ ,R
2)

such that the transformation (z, θ) = H1(z∗, θ) = (z∗ + u(θ), θ), H1 : D(r∗, ρ∗)→ D(r, ρ),
conjugates the map (4.1) to{

z̄∗ = (I + δqA∗ + δlQ∗(θ))z∗ + δlg∗(θ) + h∗(z∗, θ),
θ̄ = θ + ω,

(4.2)

where 0 < r∗ ≤ r − ‖u‖ρ∗, Q∗(θ), g∗(θ) ∈ Cω(Tdρ∗ ,R
2), h∗ ∈ Cωr∗,ρ∗(R2 × Td,R2), Q∗ has

zero average and the following bounds hold:
1.

‖u‖ρ∗ ≤
{
δl−qL1‖g‖ρ 1

cσd+γ
, if [g] 6= 0,

δlL1‖g‖ρ 1
cσd+γ

, if [g] = 0,

2. ‖A∗‖ ≤ ‖A‖+ δl‖Q‖ρ +K‖u‖ρ∗ ,
3. ‖Q∗‖ρ∗ ≤ 2‖Q‖ρ + 2

δl
K‖u‖ρ∗ ,

4. ‖g∗‖ρ∗ ≤ ‖Q‖ρ‖u‖ρ∗ + K
2δl
‖u‖2ρ∗ ,

5. h∗(0, θ) = 0, Dz∗h
∗(0, θ) = 0, ‖Dz∗z∗h

∗‖r∗,ρ∗ ≤ K.

Proof. Let u(θ) be the solution of the linear map{
ū = (I + δqA)u+ δlg(θ),
θ̄ = θ + ω.

(4.3)

First of all, let us prove that the following bound holds:

‖u‖ρ∗ ≤
{
δl−qL1‖g‖ρ 1

cσd+γ
, if [g] 6= 0,

δlL1‖g‖ρ 1
cσd+γ

, if [g] = 0.
(4.4)

In view of A ∈ Bα(D0), let B be the matrix found in Lemma 4.1. Then the change of
variables (u, θ) = (Bv, θ) conjugates the map (4.3) to{

v̄ = (I + δqD)v + δlf(θ),
θ̄ = θ + ω.

where D is a diagonal matrix and f(θ) = B−1g. Expanding fi and vi as

fi(θ) =
∑
k∈Zd

fki e
2π
√
−1(k,θ), vi(θ) =

∑
k∈Zd

vki e
2π
√
−1(k,θ),

where i = 1, 2, we obtain that vki =
δlfki

e2π
√
−1(k,ω)−1−δqλi

. As λi is a (real) eigenvalue of A

and ω ∈ DC(c, γ), if k 6= 0 we have

|e2π
√
−1(k,ω) − 1− δqλi| ≥ |(k, ω)− p| ≥ c

|k|γ
,

where p is a suitable integer. Then we have the following bounds:

|vki | ≤

{
δl−q‖f‖ρ

µ , if k = 0,

δl‖f‖ρ |k|
γ

c e
−ρ|k|, if k 6= 0,
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when [g] 6= 0, µ is defined in Lemma 4.1, and

|vki | ≤
{

0, if k = 0,

δl‖f‖ρ |k|
γ

c e
−ρ|k|, if k 6= 0,

when [g] = 0.
When [g] 6= 0, we use Lemma 2.6 in [8] to have

‖v‖ρ∗ ≤ δl−q‖f‖ρ
[

1

µ
+

δqL

cσd+γ

]
,

and when [g] = 0,

‖v‖ρ∗ ≤ δl‖f‖ρ
L

cσd+γ
,

where L = 20dχ(d+γ)
3 is a constant depending on d, γ, with χ(s) =

(
s−1
e

)s−1√
s− 1. For

c ≤ 1 and σ ≤ 1, we obtain

‖v‖ρ∗ ≤

{
δl−q

[
1
µ + L

]
‖f‖ρ 1

cσd+γ
, if [g] 6= 0,

δlL‖f‖ρ 1
cσd+γ

, if [g] = 0.

According to ‖f‖ρ ≤ ‖B−1‖‖g‖ρ, ‖u‖ρ−σ ≤ ‖B‖‖v‖ρ−σ, the inequality (4.4) holds and

L1 = 4
[

1
µ + L

]
.

Applying the translation z = z∗ + u(θ), the fiber map of (4.1) becomes

z̄∗ = (I + δqA+ δlQ1(θ))z∗ + δlg∗(θ) + h∗(z∗, θ),

where Q1 = Q+ Dzh(u,θ)
δl

, g∗ = Qu+ h(u,θ)
δl

and h∗ = h(z∗ + u, θ)− h(u, θ)−Dzh(u, θ)z∗.
As h is analytic on D(r, ρ), h(0, θ) = 0, Dzh(0, θ) = 0, and ‖Dzzh(z, θ)‖r,ρ ≤ K, it is easy
to see that ‖h(z, θ)‖r,ρ ≤ K

2 ‖z‖
2 and ‖Dzh(z, θ)‖r,ρ ≤ K‖z‖. Therefore,

‖Q1‖ρ∗ ≤ ‖Q‖ρ +
1

δl
K‖u‖ρ∗ ,

and, similarly,

‖g∗‖ρ∗ ≤ ‖Q‖ρ‖u‖ρ∗ +
K

2δl
‖u‖2ρ∗ ,

‖Dz∗z∗h
∗‖r∗,ρ∗ ≤ ‖Dzzh(z∗ + u, θ)‖r,ρ ≤ K.

As usual, we denote the average of Q1 by [Q1]. If Q∗ = Q1 − [Q1] and defining
A∗ = A+ δl−q[Q1], then we obtain the map (4.2). The bounds on A∗ and Q∗ follow from
‖[Q1]‖ρ∗ ≤ ‖Q1‖ρ−σ and ‖Q∗‖ρ∗ ≤ 2‖Q1‖ρ∗ .

Lemma 4.4. Consider the following map{
z̄∗ = (I + δqA∗ + δlQ∗(θ))z∗ + δlg∗(θ) + h∗(z∗, θ),
θ̄ = θ + ω,

(4.5)

where l > q ≥ 1, A∗ ∈ Bα(D0), Q∗(θ), g∗(θ) ∈ Cω(Tdρ∗ ,R
2), h∗ ∈ Cωr∗,ρ∗(R2 × Td,R2) and

ω ∈ DC(c, γ). Assume that the eigenvalues of A∗ are real and

[Q∗] = 0, h∗(0, θ) = 0, Dz∗h
∗(0, θ) = 0, ‖Dz∗z∗h

∗(z∗, θ)‖r∗,ρ∗ ≤ K.
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Let 0 < ρ+ < ρ∗ such that σ = ρ∗ − ρ+ ≤ 1. Then there exists a change of variables
H2 : D(r+, ρ+) → D(r∗, ρ∗), where (z∗, θ) = H2(z+, θ) = ((I + δlP (θ))z+, θ), ‖P‖ρ+ ≤
L2‖Q∗‖ρ∗ 1

cσd+γ
, and L2 = 320dχ(d+γ)

3 , such that it conjugates the map (4.5) to{
z̄+ = (I + δqA+ + δlQ+(θ))z+ + δlg+(θ) + h+(z+, θ),
θ̄ = θ + ω,

(4.6)

where P (θ) is analytic on Tdρ+ and Q+ has zero average. Moreover, the following bounds
hold:

1. ‖A+‖ ≤ ‖A∗‖+ 2δ2l−q

1−δl‖P‖ρ+
[(1 + δq‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ∗‖P‖ρ+ ],

2. ‖Q+‖ρ+ ≤ 4δl

1−δl‖P‖ρ+
[(1 + δq‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ∗‖P‖ρ+ ],

3. ‖g+‖ρ+ ≤ 1
1−δl‖P‖ρ+

‖g∗‖ρ∗ ,

4. ‖Dz+z+h+‖r+,ρ+ ≤ K
(I+δl‖P‖ρ+ )2

2(1−δl‖P‖ρ+ )
,

where 0 < (I + δlP )r+ ≤ r∗ and δ is small enough such that δlL2‖Q∗‖ρ−σ 1
c2σd+2γ < 1.

Proof. Under the transformation H2, the fiber map of (4.5) becomes

z̄+ = (I + δqA∗)z+ + δl(P + δqA∗P +Q∗ − P̄ − δqP̄A∗)z+

+δ2l(I + δlP̄ )−1[P̄ 2(I + δqA∗) +Q∗P − P̄ (Q∗ + P + δqA∗P )]z+

+δl(I + δlP̄ )−1g∗ + (I + δlP̄ )−1h∗ ◦H2(z+, θ),

where we denote P̄ = P (θ + ω), and it satisfies the homological equation

P̄ + δqP̄A∗ − P − δqA∗P = Q∗.

Therefore, {
z̄+ = (I + δqA∗ + δlQ2(θ))z+ + δlg2(θ) + h2(z+, θ),
θ̄ = θ + ω,

(4.7)

where Q2(θ) = δl(I + δlP̄ )−1[P̄ 2(I + δqA∗) + Q∗P − P̄ (Q∗ + P + δqA∗P )], g2(θ) = (I +
δlP̄ )−1g∗ and h2 = (I + δlP̄ )−1h∗ ◦H2(z+, θ). To estimate the bounds on these terms, let
us solve the homological equation.

Let B be the matrix found in Lemma 4.1, which satisfies B−1A∗B = D. If P = BSB−1,
then the homological equation becomes S̄ + δqS̄D− S − δqDS = B−1Q∗B =: R, where R
has zero average. As D is a 2× 2 diagonal matrix with eigenvalues λ1 and λ2, which are
real, the upper equation can be solved by dealing with 4 equations. Assume S = (sij),
then the entries sij satisfy

skij =
rkij

e2π(k,ω)
√
−1 − 1− δq(λi − λj)

, k ∈ Zd \ {0},

where

|e2π(k,ω)
√
−1 − 1− δq(λi − λj)| ≥

c

|k|γ
,
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when k 6= 0. When k = 0, skij = 0 (recall that Q∗ has zero average). Then we have

‖S‖ρ+ ≤
20dχ(d+ γ)

3

1

c2σd+γ
‖R‖ρ∗ .

Noticing that ‖P‖ρ+ ≤ ‖B‖‖S‖ρ+‖B−1‖, and ‖R‖ρ∗ ≤ ‖B−1‖‖Q∗‖ρ∗‖B‖, we obtain

‖P‖ρ+ ≤ L2‖Q∗‖ρ∗ 1
cσd+γ

, with L2 = 320dχ(d+γ)
3 .

Now, we are going to estimate the functions in map (4.7). According to the bound of
‖P‖ρ+ and if δ is small enough it is easy to see that δl‖P‖ρ+ < 1. Hence we have

‖(I + δlP )−1‖ρ+ ≤
∞∑
i=0

δil‖P‖iρ+ ≤
1

1− δl‖P‖ρ+
.

Therefore,

‖Q2‖ρ+ ≤
2δl

1− δl‖P‖ρ+
[(1 + δq‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ∗‖P‖ρ+ ],

‖g2‖ρ+ ≤
1

1− δl‖P‖ρ+
‖g∗‖ρ∗ ,

and

‖Dz+z+h2‖r+,ρ+ ≤ K
(I + δl‖P‖ρ+)2

1− δl‖P‖ρ+
,

if (1 + δl‖P‖ρ+)r+ ≤ r∗.
Let Q+ = Q2 − [Q2]. Then the initial map becomes (4.6), where A+ = A∗ + δl−q[Q2],

g+ = g2, h+ = h2 and, moreover,

‖A+‖ ≤ ‖A∗‖+ δl−q‖Q2‖ρ+ ≤ ‖A∗‖+
2δ2l−q

1− δl‖P‖ρ+
[(1 + δq‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ∗‖P‖ρ+ ],

and

‖Q+‖ρ+ ≤
4δl

1− δl‖P‖ρ+
[(1 + δq‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ∗‖P‖ρ+ ].

5 KAM theorems

To prove Theorem 1.2, we reduce the original map (2.1) to a map of the form (see the
details in Section 6){

z̄ = (I + δn−1A(δ) + δnQ(θ, δ))z + δng(θ, δ) + h(z, θ, δ),
θ̄ = θ + ω.

(5.1)

We are not going to start the KAM iteration from map (5.1). In the following theorem,
we simplify (5.1) such that these iterations are easier to perform.
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Theorem 5.1. Assume that 0 < c < 1, γ ≥ d, 0 < r < 1, 0 < ρ < 1, 0 < δ0 ≤ 1 and
ω ∈ DC(c, λ). Suppose that A(δ) = D0 + O(δ) is C1 with respect to δ, and that Q(θ, δ),
g(θ, δ) and h(z, θ, δ) are continuous in δ. We also assume that for a fixed δ ≤ δ0, Q(θ, δ),
g(θ, δ) ∈ Cω(T dρ ,R2), h(z, θ, δ) ∈ Cωr,ρ(R2 × Td,R2) and that the following conditions hold:

[Q] = 0, [g] = 0, h(0, θ, δ) = 0, Dzh(0, θ, δ) = 0, ‖Dzzh(z, θ)‖r,ρ,δ ≤ K.

Then there exists a transformation H ∈ Cωr1,ρ1(Td × R2,R2), continuous on δ < δ1 where
δ1 ≤ δ0, such that this transformation conjugates the map{

z̄ = (I + δn−1A(δ) + δnQ(θ, δ))z + δng(θ, δ) + h(z, θ, δ),
θ̄ = θ + ω,

to {
z̄ = (I + δn−1A∗1(δ) + δ3n+1Q∗1(θ, δ))z + δ3n+1g∗1(θ, δ) + h∗1(z, θ, δ),
θ̄ = θ + ω,

(5.2)

where Q∗1 has zero average, Q∗1(θ, δ), g∗1(θ, δ) ∈ Cω(T dρ1 ,R
2), h∗(z, θ, δ) ∈ Cωr1,ρ1(R2×Td,R2)

continuous on δ < δ1, r1 = r/2, ρ1 = ρ/2 and ‖A∗1‖ ≤ ‖A‖+O(δ).

Proof. We recall thatD0 = diag(λ0
1, λ

0
2), where λ0

1 = −λ0
2. There exists a positive number µ

such that |λ0
1| > 2µ, which implies |λ0

2| > 2µ and |λ0
1−λ0

2| > 4µ. Let α be a value such that
0 < α < 2µ

5 . As A(δ) = D0 +O(δ), there exists a positive constant 0 < δ∗ ≤ δ0 such that

A ∈ Bα(D0). In view of α < 2µ
5 <

|λ01−λ02|
2 , it is easy to see that, if A ∈ Bα(D0), Lemma 4.2

implies that A has real eigenvalues. Using Lemma 4.3 with [g] = 0, r∗ = r− r̂, ρ∗ = ρ−σ,
r̂ = r

8 and σ = ρ
8 , we have a change of variables (z, θ) = H1(z∗, θ, δ) = (z∗ + u(θ, δ), θ),

where H1 ∈ Cωr−r̂,ρ−σ(R2 × Td,R2), that conjugates the map (5.1) to{
z̄∗ = (I + δn−1A∗(δ) + δnQ∗(θ, δ))z∗ + δng∗(θ, δ) + h∗(z∗, θ, δ),
θ̄ = θ + ω,

(5.3)

where A∗, Q∗, g∗ and h∗ have the properties obtained in Lemma 4.3. Here, δ < δ∗∗ where
δ∗∗ is a positive constant such that δ∗∗ ≤ δ∗ and (δ∗∗)lL1‖g‖ρ 1

cσd+γ
≤ r̂.

From the estimate on ‖A∗‖, it follows that there exists δ+ ≤ δ∗∗ such that, if δ < δ+,
A∗ ∈ Bα(D0) and δlL2‖Q∗‖ρ−σ 1

c2σd+2γ ≤ r̂. Then we are able to use Lemma 4.4 to obtain
a new change of variables (z∗, θ) = H2(z+, θ, δ) = ((I + δnP )z+, θ) that conjugates the
map (5.3) to{

z̄+ = (I + δn−1A+(δ) + δnQ+(θ, δ))z∗ + δng+(θ, δ) + h+(z+, θ, δ),
θ̄ = θ + ω,

(5.4)

where A+, Q+, g+ and h+ have the properties obtained in Lemma 4.4 with r+ = r −
2r̂, ρ+ = ρ− 2σ. Rewriting (5.4) by using z in place of z+, Q = Q+

δn , g = g+
δn and h = h+,

we have {
z̄ = (I + δn−1A(δ) + δ2nQ(θ, δ))z∗ + δ2ng(θ, δ) + h(z, θ, δ),
θ̄ = θ + ω,

(5.5)

where we have the bound ‖A‖ ≤ ‖D0‖+O(δ). Moreover, Q(θ, δ), g(θ, δ) ∈ Cω(Tdρ−2σ,R
2),

h(z, θ, δ) ∈ Cωr−2r̂,ρ−2σ(R2 × Td,R2) for δ < δ+. Let H12 = H1 ◦ H2. Then H12 ∈
Cωr−2r̂,ρ−2σ(R2 × Td,R2) conjugates the map (5.1) to (5.5).
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Similarly, if δ is small enough, A ∈ Bα(D0). We apply Lemmas 4.3 and 4.4 again but
with [g] 6= 0 which affects the size of the translation in Lemma 4.3. Then we obtain a
change of variables H34 ∈ Cωr1,ρ1(R2 × Td,R2) which conjugates the map (5.5) to (5.2)

where Q∗1(θ, δ), g∗1(θ, δ) ∈ Cω(Tdρ1 ,R
2), h∗1(z, θ, δ) ∈ Cωr1,ρ1(R2×Td,R2) with r1 = r/2, ρ1 =

ρ/2, δ < δ1 and ‖A∗1‖ ≤ ‖D0‖+O(δ).
Hence, there is a transformation H = H12 ◦H34 ∈ Cωr1,ρ1(R2 × Td,R2) that conjugates

the map (5.1) to (5.2).

The KAM iteration will be applied to the following map,{
z̄ = (I + ηA+ η2Q(θ))z + η2g(θ) + h(z, θ),
θ̄ = θ + ω,

(5.6)

where
Q(θ), g(θ) ∈ Cω(Tdρ,R

2), h(z, θ) ∈ Cωr,ρ(R2 × Td,R2), (5.7)

[Q] = 0, ‖Q‖ρ ≤ ν, ‖g‖ρ ≤ ν, (5.8)

h(0, θ) = 0, Dzh(0, θ) = 0, ‖Dzzh(z, θ)‖r,ρ ≤ K. (5.9)

We denote by
r+ = r − 2r̂, ρ+ = ρ− 2σ,

E =
Kν

c2σ2d+2λ
, ν+ = L0E

2,

K+ = (1 + 2r̂)3K.

Then, the iterative theorem is as follows.

Theorem 5.2. Assume that 0 < r, ρ, c ≤ 1, γ ≥ d, 0 < 2r̂ < r, 0 < 2σ < ρ, K ≥ 1
and ν is small enough. Consider the map (5.6) satisfying (5.7)-(5.9), with ‖A − D0‖ <
α − ην2 − ηL1E, ω ∈ DC(c, γ), and ηL3E ≤ r̂. Then, there exists a transformation
Φ ∈ Cωr+,ρ+(R2 × Td,R2), real analytic in D(r+, ρ+), such that it conjugates the map (5.6)
to (5.6)+ which satisfies the inductive properties (5.7)+-(5.9)+ with parameters ν+, r+,
ρ+, K+ and ‖A+‖ ≤ ‖A‖+ η2ν + ηL1E + η2ν+, where

Φ(·, ·) : (z+, θ) ∈ D(r+, ρ+) 7−→ ((I + η2P (θ))z+ + u(θ), θ) ∈ D(r, ρ),

being η2‖P‖ρ+ ≤ ηL3E and ‖u‖ρ+ ≤ ηL3E.

Proof. As ‖A − D0‖ < α − ην2 − ηL1E, Lemmas 4.3 and 4.4 imply that the change
of variables Φ = H1 ◦ H2(z+, θ) conjugates (5.6) to (5.6)+. Now let us compute the
corresponding bounds.

As Φ(z+, θ) = ((I + η2P )z+ + u(θ), θ), with

‖u‖ρ−σ ≤ ηL1
ν

cσd+γ

and

η2‖P‖ρ+ ≤ η2L2‖Q∗‖ρ−σ
1

cσd+γ
≤ 2η2L2

ν

cσd+γ
+ 2ηL1L2

Kν

c2σ2d+2γ
≤ ηL3E,
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with L3 = 2(L2 + L1L2), we obtain

Φ : D(r+, ρ+)→ D(r − 2r̂2, ρ+) ⊂ D(r, ρ),

if ηL3E ≤ r̂. It is easy to see that η2‖P‖ρ+ ≤ 1
2 . Then,

‖Dz+z+h2‖r+,ρ+ ≤ K
(I + η2‖P‖ρ+)2

1− η2‖P‖ρ+
≤ K(I + 2η2‖P‖ρ+)3 ≤ (1 + 2r̂)3K = K+.

If η is small enough such that η‖A‖ ≤ 1
2 , then

‖A+‖ ≤ ‖A∗‖+
2η3

1− η2‖P‖ρ+
[(1 + η‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ−σ‖P‖ρ+ ]

≤ ‖A‖+ η2ν + ηL1E + η2L4E
2,

‖Q+‖ρ−σ ≤
4η2

1− η2‖P‖ρ+
[(1 + η‖A∗‖)‖P‖2ρ+ + ‖Q∗‖ρ−σ‖P‖ρ+ ] ≤ 2ηL4E

2,

‖g+‖ρ−σ ≤
1

1− η2‖P‖ρ+
‖g∗‖ρ−σ ≤ (L2

1 + ηL1)E2 ≤ L4E
2,

where L4 = 24L2
3. If L0 is large enough, such that 2L4E

2 ≤ L0E
2 = ν+, then we obtain

that
‖A+‖ ≤ ‖A‖+ η2ν + ηL1E + η2ν+,

‖Q+‖ρ+ ≤ ν+,

‖g+‖ρ+ ≤ ν+.

6 Proof of the Main Theorem (Theorem 1.2)

Considering the map (1.3) which has form of
x̄ = x+ ym + εf1(x, y, θ) + h1(x, y, θ),
ȳ = y + xn + εf2(x, y, θ) + h2(x, y, θ),
θ̄ = θ + ω,

when 1 ≤ m ≤ n, n > 1. Let us start by considering the following equations{
ym + ε[f1](x, y) + [h1](x, y) = 0,
xn + ε[f2](x, y) + [h2](x, y) = 0,

(6.1)

where [ · ] denotes the average with respect to θ. By rescaling the variables as follows,

x = ε
1
n x̃, y = ε

1
m ỹ,

equation (6.1) becomes{
ỹm + [f100] + τ f̂1(x̃, ỹ) + τ ĥ1(x̃, ỹ) = 0,

x̃n + [f200] + τ f̂2(x̃, ỹ) + τ ĥ2(x̃, ỹ) = 0,
(6.2)
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where τ = ε
1
n ,

f̂1 =
∑

1≤i+j≤n
[f1ij ]τ

i+ n
m
j−1x̃iỹj , ĥ1 =

∑
i+j≥n+1

[h1ij ]τ
i+ n

m
j−n−1x̃iỹj ,

and
f̂2 =

∑
1≤i+j≤n

[f2ij ]τ
i+ n

m
j−1x̃iỹj , ĥ2 =

∑
i+j≥n+1

[h2ij ]τ
i+ n

m
j−n−1x̃iỹj .

Assume that F̃ (z̃, τ) = 0 denotes the combined equations (6.2) where z̃ = (x̃, ỹ)T . It is
clear that F̃ is real analytic on z̃ and C1 on τ. If

[f100]

{
< 0 if m is even,
6= 0 if m is odd,

and

[f200]

{
< 0 if n is even,
6= 0 if n is odd,

then, for the equation F̃ (z̃, 0) = 0, we obtain one real root if m and n are both odd, 2
real roots if one of m,n is even, or 4 real roots otherwise. From now on, we consider the
root ((−[f200])

1
n , (−[f100])

1
m ) as an example. Here if n is even, we denote by (−[f200])

1
n

the positive root, and if m is even, (−[f100])
1
m denotes the positive root. As the Jacobian

matrix Dz̃F̃ ((−[f200])
1
n , (−[f100])

1
m , 0) is invertible, the Implicit Function Theorem implies

that there exists a constant τ0, and a function z̃0,

z̃0(τ) = ((−[f200])
1
n , (−[f100])

1
m ) +O(τ) =: (x̃0(τ), ỹ0(τ)),

such that if |τ | < τ0, it satisfies F (z̃0(τ), τ) = 0. Moreover, z̃0 is a C1 function of τ < τ0.
Let x0(τ) = τ x̃0(τ), y0(τ) = τ

n
m ỹ0(τ), then (x0(τ), y0(τ)) is the solution of equation (6.1)

when |τ | < τ0.
Making the change of the variables

Ψ :


x 7→ x+ x0(τ),
y 7→ y + y0(τ),
θ 7→ θ,

on map (1.3) we obtain
x̄ = x+ (y + y0)m + τnf1(x+ x0, y + y0, θ) + h1(x+ x0, y + y0, θ),
ȳ = y + (x+ x0)n + τnf2(x+ x0, y + y0, θ) + h2(x+ x0, y + y0, θ),
θ̄ = θ + ω,

which can be written as 
x̄ = x+ P1(x+ x0, y + y0, θ),
ȳ = y + P2(x+ x0, y + y0, θ),
θ̄ = θ + ω,

where P1(x, y, θ) = ym + τnf1(x, y, θ) + h1(x, y, θ) and P2(x, y, θ) = xn + τnf2(x, y, θ) +
h2(x, y, θ). Rescaling the variables as follows

x 7→ τβx, y 7→ τnβy,
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where β = n−m
2m(n−1) , we obtain

x̄ = x+ τ−β(τnβy + y0)m + τn−βf1(τβx+ x0, τ
nβy + y0, θ) + τ−βh1(τβx+ x0, τ

nβy + y0, θ),
ȳ = y + τ−nβ(τβx+ x0)n + τn−nβf2(τβx+ x0, τ

nβy + y0, θ) + τ−nβh2(τβx+ x0, τ
nβy + y0, θ),

θ̄ = θ + ω,

which is equivalent to{
z̄ = (I + τ

2mn−m−n
2m A0 + τ

n(2mn−m−n)
2m(n−1) Q̂(θ, τ))z + τ

n(2mn−m−n)
2m(n−1) ĝ(θ, τ) + ĥ(z, θ, τ),

θ̄ = θ + ω,

where

A0 =

(
0 m(−[f100])

m−1
m

n(−[f200])
n−1
n 0

)
,

Q̂ =

(
q11 q12

q21 q22

)
,

with
q11 = τnβD1f1(x0, y0, θ) + τnβ−nD1h1(x0, y0, θ),

q12 = τ (2n−1)βD2f1(x0, y0, θ) + τ (2n−1)β−nD2h1(x0, y0, θ),

q21 = τβD1f2(x0, y0, θ) + τβ−nD1h2(x0, y0, θ),

q22 = τnβD2f2(x0, y0, θ) + τnβ−nD2h2(x0, y0, θ),

and

ĝ =

(
τ
n−m
2m f1(x0, y0, θ) + τ

n−m
2m
−nh1(x0, y0, θ)

f2(x0, y0, θ) + τ−nh2(x0, y0, θ)

)
,

ĥ(z, θ, τ) =

(
τ−β1 [P1(τβx+ x0, τ

nβy + y0, θ)− P1(x0, y0, θ)−DzP1(x0, y0, θ)z]
τ−nβ[P2(τβx+ x0, τ

nβy + y0, θ)− P2(x0, y0, θ)−DzP2(x0, y0, θ)z]

)
.

Let us define δ = τ
2mn−n−m
2m(n−1) . Then,{

z̄ = (I + δn−1(A0 + C(δ)) + δnQ̆(θ, δ))z + δnğ(θ, δ) + h̆(z, θ, δ),
θ̄ = θ + ω,

(6.3)

where

C(δ) = δ[Q̂](τ), Q̆(θ, δ) = Q̂(θ, τ)− [Q̂](τ), ğ(θ, δ) = ĝ(θ, τ), h̆(z, θ, δ) = ĥ(z, θ, τ).

It is clear that C(δ) is C1 with respect to δ, and that Q̆, ğ and h̆ are continuous in δ.
Moreover,

[Q̆] = 0, [ğ] = 0, h̆(0, θ, δ) = 0, Dzh̆(0, θ, δ) = 0, ‖Dzzh̆(z, θ, δ)‖r,ρ ≤ K.

19



Let B0 be a regular matrix such that B−1
0 A0B0 = D0 = diag(λ0

1, λ
0
2). Making a change

of variables z 7→ B0z, the map (6.3) becomes{
z̄ = (I + δn−1D(δ) + δnQ(θ, δ))z + δng(θ, δ) + h(z, θ, δ),
θ̄ = θ + ω,

(6.4)

whereD(δ) = D0+B−1
0 C(δ)B0 = D0+O(δ), Q(θ, δ) = B−1

0 Q̆(θ, δ)B0, g(θ, δ) = B−1
0 ğ(θ, δ)B0

and h(θ, δ) = B−1
0 h̆(B0z, θ, δ). In fact, after these transformations, the domain of z

changes. For the moment being, and to simplify the notation, we still use r as the bound
of z (later we will account for the changes in this domain). If δ is small enough, δ ≤ δ0,
by Theorem 5.1 there exists a transformation that conjugates the map (6.4) to the map{

z̄ = (I + δn−1A∗1(δ) + δ3n+1Q∗1(θ, δ))z + δ3n+1g∗1(θ, δ) + h∗1(z, θ, δ),
θ̄ = θ + ω,

whereQ∗1 has zero average, Q∗1(θ, δ), g∗1(θ, δ) ∈ Cω(T dρ1 ,R
2), h∗1(z, θ, δ) ∈ Cωr1,ρ1(R2×Td,R2),

with continuous dependence on δ < δ1, and ‖A∗1‖ ≤ ‖D‖ + O(δ), where r1 = r/2, ρ1 =
ρ/2, δ1 ≤ δ0. Let δ2 be a value such that δ2 ≤ δ1 and that, for any δ < δ2, A

∗
1 ∈ Bα

2
(D0).

Let us denote δn−1 as η, and let us take ν1 = η. Then,{
z̄ = (I + ηA1 + η2Q1(θ))z + η2g1(θ) + h1(z, θ),
θ̄ = θ + ω,

(6.5)

which satisfies (5.7)1-(5.9)1 with A1 ∈ Bα
2
(D0).

Now we choose the inductive parameters to be able to iterate the KAM steps indefi-
nitely. The choice is:

r1 = r/2, r̂1 =
r1

8
, r̂j+1 =

r̂j
2
, rj+1 = rj − 2r̂j ,

ρ1 = ρ/2, σ1 =
ρ1

8
, σj+1 =

σj
2
, ρj+1 = ρj − 2σj ,

ν1 = η, Ej =
Kjνj

c3σ2d+3γ
j

, νj+1 = L0E
2
j ,

a1 = 0, aj+1 = aj + η2νj + ηL1Ej + η2νj+1,

K1 = K, Kj+1 = (1 + 2r̂j)
3Kj ,

Dj = D(rj , ρj).

It is easy to see that Kj converges,

lim
j→∞

Kj = M > 0.

Moreover, we have

Ej+1

Ej
= 22d+3γ(1 + 2r̂j)

3L0

(
Ej
Ej−1

)2

≤ L∗
(

Ej
Ej−1

)2

≤
(
L∗
E2

E1

)2j−1

,
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implying that

Ej+1 ≤
(
L∗
E2

E1

)2j−1

E1.

If ν1 is small enough such that
22d+3γL∗L1K2

1 (1+2r̂1)3

c6σ4d+6γ
1

ν1 <
1
2 , then

∞∑
j=1

Ej ≤ 2E1,
∞∑
j=1

νj ≤ 2E1.

Now, we are going to show that, if ν1 is small enough such that

2(L1 + 2)K1

c3σ2d+3γ
1

ν1 < min(
α

2
,
r1

8
),

then ‖Aj −D0‖ ≤ α− ην2
j − ηL1Ej and ηL3Ej ≤ r̂j for all j ≥ 1. From the definition of

Ei and r̂i, it follows that ηL3Ei ≤ r̂i for all i ≥ 1 if 2(L1+2)K1

c3σ2d+3γ
1

ν1 <
r1
8 .

For j = 1, it is obvious as A1 ∈ Bα
2
(D0). For j > 1, let us proceed by induction:

assume that ‖Ai −D0‖ ≤ α− ην2
i − ηL1Ei holds for any 1 ≤ i < j, and let us see that it

holds for j.
According to the inductive assumption, using Theorem 5.2 (j − 1) times, we obtain

that ‖Aj−D0‖ ≤ α
2 +aj . As the sequence {Ki}i is convergent, if 2(L1+2)K1

c3σ2d+3γ
1

ν1 <
α
2 we have

that limi→∞ ai < α/2. As the sequence {ai}i is increasing, we obtain

‖Aj −A0‖ ≤
α

2
+ aj < α− (

α

2
− aj) ≤ α− (aj+1 − aj) < α− ην2

j − ηL1Ej .

Hence, for all j ≥ 1, we have that ‖Aj − D0‖ ≤ α − ην2
j − ηL1Ej and ηL3Ej ≤ r̂j hold

which allows to use Theorem 5.2 to find a sequence of changes of variables Φj , which is
real analytic, such that

Φj : Dj+1 → D(rj − 2r̂2
j , ρj) ⊂ Dj .

Moreover, Φj is of the form zj = (I + η2Pj(θ))zj+1 + uj(θ), θ = θ, where η2‖P‖ρj+1 ≤
ηL3Ej , ‖u‖ρj+1 ≤ ηL3Ej , which means

‖Π1 ◦ (Φj − id)‖rj+1,ρj+1 ≤ 2ηL3Ej , ‖
∂

∂zj+1
Π1 ◦ (Φj − id)‖rj+1,ρj+1 ≤ ηL3Ej .

Let Φj = Φ0 ◦ Φ1 ◦ · · · ◦ Φj−1, where Φ0 = id. Φj is analytic on Dj and transforms the
initial map into {

z̄j = (I + ηAj + η2Qj(θ))zj + η2gj(θ) + hj(zj , θ),
θ̄ = θ + ω,

where
Qj(θ), gj(θ) ∈ Cw(Tdρj ,R

2), h(zj , θ) ∈ Cwrj ,ρj (R
2 × Td,R2),

[Qj ] = 0, ‖Qj‖ρj ≤ νj , ‖gj‖ρj ≤ νj ,
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hj(0, θ) = 0, Dzjhj(0, θ) = 0, ‖Dzjzjhj(zj , θ)‖rj ,ρj ≤ Kj .

For limj→∞ rj = r1
2 and limj→∞ ρj = ρ1

2 , the domain D(rj , ρj) converges to the domain
D( r12 ,

ρ1
2 ). In order to prove the convergence of the KAM iteration, we need to verify that

all the related sequences are convergent with the norm ‖ · ‖ r1
2
,
ρ1
2

.

As

‖Π1 ◦ (Φj − id)‖rj+1,ρj+1 ≤ 2ηL3Ej , ‖
∂

∂zj+1
Π1 ◦ (Φj − id)‖rj+1,ρj+1 ≤ ηL3Ej ,

the derivative of Φj is bounded from above and below by two numbers, L5 =
∞∏
i=0

(1 −

ηL3Ei) and L6 =
∞∏
i=0

(1 + ηL3Ei). This implies that the sequence {Φj}j (where Φj is a

diffeomorphism on Dj) converges uniformly on D∞ = D( r12 ,
ρ1
2 ) to a diffeomorphism Φ∞.

As limj→∞ aj < α/2, the sequence Aj converges to A∞ and ‖A∞‖ < ‖D0‖+ α.
It is easy to see that ‖η2Qj‖ ρ1

2
→ 0 and that ‖η2gj‖ ρ1

2
→ 0. As the sequence Kj con-

verges, we have that ‖Dzjzjhj‖ r1
2
,
ρ1
2
≤M, which means that ‖hi‖ r1

2
,
ρ1
2
≤ M

8 r
2
1. Therefore,

the sequence {hj}j converges. Consequently, the transformation Φ∞ conjugates the map
(6.5) to {

z̄∞ = (I + ηA∞)z∞ + h∞(z∞, θ),
θ̄ = θ + ω,

(6.6)

where h∞(0, θ) = 0, Dz∞h∞(0, θ) = 0. As the map (6.6) has z∞ = 0 as a weakly hyperbolic
fixed point, the initial map has a weakly hyperbolic invariant torus near the origin.

Appendices

A The Poincaré map of a degenerate differential equation

Here, we show how to obtain a skew product transformation from a quasiperiodic time-
dependent vector field. The considered differential equation is{

ẋ = ym + εl1(x, y, t) + q1(x, y, t) = Ĝ1(z, t, ε),

ẏ = xn + εl2(x, y, t) + q2(x, y, t) = Ĝ2(z, t, ε),
(A.1)

where 1 ≤ m ≤ n 6= 1, l are the lower order terms, q the higher order terms, z =
(x, y)T and Ĝi is an analytic quasiperiodic function with d + 1 frequencies. Let us de-
fine (Ĝ1(z, t, ε), Ĝ2(z, t, ε))T = Ĝ(z, t, ε). Then we have Ĝ(z, t, ε) = G(z, θ1, θ2, . . . , θd+1, ε)
where G is 1-periodic in each θi. Moreover, θ̇i = ω̄i, and ω̄ = (ω̄1, ω̄2, . . . , ω̄d+1) is a vector
of rationally independent frequencies. It is natural to consider the lift of the differential
equation to R2 × Td+1, {

ż = G(z, θ̂, ε),

θ̇ = ω̄.
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Let θd+1 = 0 be the Poincaré section and let us denote by z(t; z0, θ
0
1, . . . , θ

0
d, 0, ε) the

solution of the differential equation, where z(0; z0, θ
0
1, . . . , θ

0
d, 0, 0) = z0. Then the Poincaré

map is defined on R2 × Td,{
z̄0 = z(1/ω̄d+1; z0, θ

0
1, . . . , θ

0
d, 0, ε),

θ̄0
i = θ0

i + ωi, i = 1, 2, . . . , d,

where ωi = ω̄i/ω̄d+1. Let us denote the Poincaré map as{
z̄ = P (z, θ, ε),
θ̄ = θ + ω,

with z = (x, y)T and ω = (ω1, . . . , ωd). As P (z, ε) is analytic with respect to z and ε, we
can write P (z, ε) = P (z, 0) +O(ε) and P = (P1, P2)T where

Pi(z, 0) =
∑
|α|≥0

∂αPi(0, 0)

α!
zα,

where i = 1, 2 and α = (α1, α2) ∈ N2 is a two dimensional multi-index,

|α| = |α1|+ |α2|, α! = α1!α2!,

and we use the standard notation

zα = xα1yα2 , ∂α = ∂α1
x ∂α2

y .

Let us denote by ϕ(t, z, ε) = (ϕ1(t, z, ε), ϕ2(t, z, ε))T the solution of (A.1) with initial
condition ϕ(0, z, ε) = z. As the Poincaré map is P (z, ε) = ϕ(1/ω̄d+1, z, ε), we have that
P (0, 0) = 0. Moreover, {

ϕ̇1(t, z, ε) = Ĝ1(ϕ(t, z, ε), t, ε),

ϕ̇2(t, z, ε) = Ĝ2(ϕ(t, z, ε), t, ε).
(A.2)

Differentiating (A.2) with respect to z and exchanging the derivations on t and z, we
obtain the first order variational equations,

d

dt

∂ϕ(t, z, 0)

∂z
= D1Ĝ(ϕ(t, z, 0), t, 0)

∂ϕ(t, z, 0)

∂z
,

∂ϕ(0, z, 0)

∂z
= I,

where D1Ĝ(z, t, ε) = ∂Ĝ(z,t,ε)
∂z . Similarly, we can obtain higher order variational equations.

Moreover, we have ∂αϕ(0, z, 0) = 0 for |α| > 1.
When n > m = 1, the solution of the first order variational equations is

∂ϕ(t, z, 0)

∂z
|z=0 =

(
1 t
0 1

)
,

implying that (
∂(1,0)P1(0, 0) ∂(0,1)P1(0, 0)

∂(1,0)P2(0, 0) ∂(0,1)P2(0, 0)

)
=

(
1 1

ω̄d+1

0 1

)
.
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For 1 < |α| ≤ n, α1 6= n, as ∂αĜi(z, t, 0)|z=0 = 0, we have

d

dt
∂αϕ(t, z, 0)|z=0 = D1Ĝ(z, t, 0)|z=0∂

αϕ(t, z, 0)|z=0, ∂αϕ(0, z, 0) = 0,

which means that ∂αϕ(t, z, 0)|z=0 = 0 and this implies that ∂αP (0, 0) = 0. For α = (n, 0),
∂αĜ(z, t, 0)|z=0 = (0, n!)T , we have

d

dt
∂αϕ(t, z, 0)|z=0 = D1Ĝ(z, t, 0)|z=0∂

αϕ(t, z, 0)|z=0+(0, n!(
∂ϕ1

∂x
|z=0)n)T , ∂αϕ(0, z, 0) = 0.

For ∂ϕ1

∂x |z=0 = 1, we have ∂αϕ(t, z, 0)|z=0 = (n!t2/2, n!t)T , which means

∂αP (0, 0)

α!
=

(
1

(ω̄d+1)2
,

1

ω̄d+1

)T
.

As a result, when m = 1, n > 1, the Poincaré map of the differential equation (A.1)
has the following form

x̄ = x+ y + 1
(ω̄d+1)2

xn + εl̆1(x, y, θ, ε) + q̆1(x, y, θ),

ȳ = y + 1
ω̄d+1

xn + εl̆2(x, y, θ, ε) + q̆2(x, y, θ),

θ̄ = θ + ω.

Using suitable scaling factors in x and y and dividing εl̆ into lower order terms and high
order terms, we obtain the map

x̄ = x+ y + Ωxn + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω,

where f are lower order terms and h higher order terms.
When n ≥ m > 1, which implies D1Ĝ(z, t, 0)|z=0 = 0, the solution of the first order

variational equations is ∂ϕ(t,0,0)
∂z = I, and then,(

∂(1,0)P1 ∂(0,1)P1

∂(1,0)P2 ∂(0,1)P2

)
= I.

For 1 < |α| ≤ m,α1 6= m,α2 6= m, as ∂αĜi(z, t, 0)|z=0 = 0 we have ∂αP (0, 0) = 0. For
α = (0,m), ∂αĜ(z, t, 0)|z=0 = (m!, 0)T , we have

d

dt
∂αϕ(t, z, 0)|z=0 = D1Ĝ(z, t, 0)|z=0∂

αϕ(t, z, 0)|z=0+(m!(
∂ϕ2

∂y
|z=0)n, 0)T , ∂αϕ(0, z, 0) = 0,

where ∂ϕ2

∂y |z=0 = 1, implying that ∂αϕ(t, z, 0)|z=0 = (m!t, 0)T , which means

∂αP (0, 0)

α!
=

(
1

ω̄d+1
, 0

)T
.

If n = m, for α = (m, 0), we obtain

∂αP (0, 0)

α!
=

(
0,

1

ω̄d+1

)T
.
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If n 6= m, for m < |α| ≤ n, α1 6= n, we have ∂αP (0, 0) = 0, for α = (n, 0),

∂αP (0, 0)

α!
=

(
0,

1

ω̄d+1

)T
.

As a result, we obtain the corresponding Poincaré map of (A.1) as
x̄ = x+ ym + εf1(x, y, θ, ε) + h1(x, y, θ, ε),
ȳ = y + xn + εf2(x, y, θ, ε) + h2(x, y, θ, ε),
θ̄ = θ + ω.

under some scaling and rearrangement when n ≥ m > 1.

B Proof of Remark 1.4 (Nondegenerate Case)

When m = n = 1, we rewrite the map (1.3) using z = (x, y)T , f = (f1, f2)T , and
h = (h1, h2)T . We obtain {

z̄ = Az + εf(z, θ) + h(z, θ),
θ̄ = θ + ω,

where f, h ∈ Ckr,ρ(R2 × Td,R2), and

A =

(
1 1
1 1

)
which can be diagonalized. Let C be a regular matrix such that C−1AC = diag(0, 2) = D.

Now, we can prove that there exists an invariant torus by using the Implicit Function
Theorem. Let X = Ck(Tdρ,R2), E = {u ∈ X : ‖u‖Ck < r}. Obviously, X is a Banach
space with norm ‖ · ‖Ck and E is an open subset of X. Let

F (u, ε) = u(θ + ω)−Au(θ)− εf(u, θ)− h(u, θ).

Then we get F (0, 0) = 0, F : E × R→ X, and

DuF (0, 0) : X → X

φ(θ) 7−→ φ(θ + ω)−Aφ(θ).

Then,

1. F ∈ Ck(E × R, X).

2. The linear map DuF (0, 0) is injective: If φ(θ + ω) − Aφ(θ) = 0, let φ(θ) = Cv(θ).
We have v(θ + ω)−Dv(θ) = 0 implying v(θ) = 0 and, finally, φ(θ) = Cv(θ) = 0.

3. The linear map DuF (0, 0) is exhaustive: If ϕ(θ) ∈ X, we have to show that there
exists an unique φ ∈ X such that φ(θ + ω) − Aφ(θ) = ϕ(θ). Let φ(θ) = Cv(θ) and
C−1ϕ(θ) = ϕ̂(θ). Let us consider the equation v(θ+ω)−Dv(θ) = ϕ̂(θ), which implies
v1(θ) = ϕ̂1(θ − ω) and

v2(θ + ω)− 2v2(θ) = ϕ̂2(θ). (B.1)
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Let us define

Tu =
1

2
u(θ + ω)− 1

2
ϕ̂2(θ).

Obviously, T : Ck(Tdρ,R) → Ck(Tdρ,R) is a contractive map: for any u1, u2 ∈
Ck(Tdρ,R), we have

‖Tu1 − Tu2‖Ck ≤
1

2
‖u1 − u2‖Ck .

As Ck(Tdρ,R) is a Banach space, we can use the Fixed Point Theorem to solve
equation (B.1), and the solution v2 is unique. As φ(θ) = Cv(θ), we obtain an unique
φ ∈ X such that φ(θ + ω)− (I +A)φ(θ) = ϕ(θ) for any ϕ(θ) ∈ X.

Now we can use the Implicit Function Theorem to show that there exist neighbour-
hoods I0 of ε = 0, V0 of u = 0 and an operator U(θ, ·) : I0 → V0, such that F (U(θ, ε), ε) = 0,
and F (u, ε) = 0 if and only if u = U(θ, ε), for all (u, ε) ∈ V0× I0. Moreover, U is necessar-
ily Ck. Therefore, there exists a constant ε0 such that if ε < ε0, the map (1.3) has a Ck

invariant torus which is hyperbolic with normal eigenvalues close to 0 and 2.
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[2] I. Baldomà, E. Fontich and P. Mart́ın. Stable manifolds for parabolic points through
the parameterization method. Preprint.

[3] P. Glendinning. The non-smooth pitchork bifurcation. Discrete Contin. Dyn. Syst.
Ser. B, 6(4):1–7, 2002.

[4] M. Guardia, P. Mart́ın and T.M. Seara. Oscillatory motions for the restricted planar
circular three body problem. Invent. math., 1–76 2015.
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[9] À. Jorba and J.C. Tatjer. A mechanism for the fractalization of invariant curves in
quasi-periodically forced 1-D maps. Discrete Contin. Dyn. Syst. Ser. B, 10(2-3):537–
567, 2008.

26
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[14] U. Vaidya and I. Mezić. Existence of invariant tori in three dimensional maps with
degeneracy. Phys. D, 241(13):1136–1145, 2012.

[15] J. Xu. On small perturbation of two-dimensional quasi-periodic systems with
hyperbolic-type degenerate equilibrium point. J. Differential Equations, 250(1):551–
571, 2011.

[16] J. Xu. On quasi-periodic perturbations of hyperbolic-type degenerate equilibrium
point of a class of planar system. Discrete Contin. Dyn. Syst. Ser. A, 33(6):2593–
2619, 2013.

[17] J. Xu and S. Jiang. Reducibility for a class of nonlinear quasi-periodic differential
equations with degenerate equilibrium point under small perturbation. Ergodic The-
ory Dynam. Systems, 31(2):599–611, 2011.

[18] J. Xu and Q. Zheng. On the reducibility of linear differential equations with quasiperi-
odic coefficients which are degenerate. Proc. Amer. Math. Soc., 126(5):1445–1451,
1998.

[19] J. You. A KAM theorem for hyperbolic-type degenerate lower dimensional tori in
hamiltonian systems. Comm. Math. Phys., 192:145–168, 1998.

27


