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Long Time Integrations

Fundamental tools

Numerical solution of non-linear systems of equations

Newton’s method

I The numerical methods to be presented for the computation of invariant
objects end up solving a non-linear system of equations:

G(x) = 0, G : Rn → Rn.

I Given a good initial seed (which we will always have), a good
(quadratically convergent) general strategy to solve it is Newton’s
method:

x0 initial approximation
∀n ≥ 0

xn+1 = xn − DG(xn)−1G(xn)
I DG(xn), is never inverted. Instead, the following linear system is

solved:
DG(xn)

(
xn+1 − xn

)
= −G(xn).
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Fundamental tools

Numerical solution of non-linear systems of equations

Newton’s method

An algorithm:

input: p0, G, tol, maxit
do: p:=p0

for it from 1 to maxit do
if (|G(p)|<tol) return p
solve DG(p)∆p = G(p) for ∆p
p := p−∆p

error (maxit exceeded)
output: p (if OK)
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Fundamental tools

Numerical solution of non-linear systems of equations

Newton’s method

I In what follows, it will be convenient to be able to solve non-square
linear systems.

I A way to handle non–square systems in Newton’s method is to find the
least–squares minimum–norm solution of the linear system for the
correction.

I Assuming that
I the system of equations has solution (may be non unique), and
I the initial guess is close to a solution

this strategy will converge to a nearby solution using minimum–norm
corrections.
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Fundamental tools

Numerical solution of non-linear systems of equations

Solving non–square linear systems

I Assume A m× n matrix, with arbitrary m, n rank A =: r ≤ min(m, n).
I For arbitrary m, n, a least–squares solution of Ax = b,

x∗ : ‖b− Ax∗‖2 = min
x∈Rn
‖b− Ax‖2.

always exists.
I If rank A = n, there is an unique least–squares solution.
I If rank A < n, there is a (n− rank A)–dimensional space of

least–squares solutions.
I We want to find the minimum–norm least–squares solution, that is

xLS : ‖xLS‖ = min
{
‖x∗‖2 : ‖b− Ax∗‖2 = min

x∈Rn
‖b− Ax‖2

}
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Fundamental tools

Numerical solution of non-linear systems of equations

Solving non–square linear systems

By applying Householder transformations with column pivoting[5], we
obtain a decomposition

Q>AP =

r n−r(
R11 R12
0 0

)
r

m−r

with R11 an r × r upper–triangular matrix with non–zero diagonal elements.
If we denote

P>x =
(

y
z

)
r

n−r
, Q>b =

(
c
d

)
r

m−r
,

then the least–squares solutions are

P>x =
{(

R−1
11 c
0

)
+
(
−R−1

11 R12
In−r

)
z
}

z∈Rn−r

To find the minimum–norm element of the previous set is an standard
full–rank least–squares problem.
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Fundamental tools

Numerical solution of non-linear systems of equations

Solving non–square linear systems

We can write a routine that, for a general m× n linear system of equations,
finds

I the minimum–norm least–squares solution, and
I optionally, a basis of the kernel.

n−r{
r

n−r
P
(
−R−1

11 R12
In−r

)
z
}

z∈Rn−r

We can do this by using LAPACK[2] routines:
I DGEQPF: QR factorization with columnn pivoting,
I DGEQRF: standard QR factorization,
I DORMQR: to apply Householder transformations.
I DTRTRS: to solve upper-triangular linear systems.
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Fundamental tools

Continuation methods

Continuation methods[1]
In order to go from {F(x) = 0} to {G(x) = 0}, we can consider a
one–parametric family of intermediate problems H(λ, x), such that

H(0, x) = F(x), H(1, x) = G(x).
For instance,

H(λ, x) = (1− λ)F(x) + λG(x),

We can try to continue a solution x0 of F(x) = 0 to a solution of G(x) = 0 as

input: x0 ∈ Rn such that H(0, x0) = 0
do: ∆λ := 1/m

∀i = 1÷ m
λ := i∆λ
solve H(λ, y) = 0 iteratively for y taking x as

starting value
x := y

output: x

This procedure breaks down in the case of a turning point.
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Fundamental tools

Continuation methods

The predictor–corrector or pseudo–arclength method
H(y) := H(λ, x) defines implicitly a curve in Rn+1.
We can continue this curve as follows:

input: y ∈ Rn such that H(y) = 0
do: while (λ = Π0y < 1)

let v ∈ ker DH(y), ‖v‖2 = 1, pointing in the
right direction

take z := y + γv, for suitable γ
if (Π0y < 1)

solve H(z) = 0 iteratively for z by Newton’s method
taking minimum–norm corrections

else
γ := (1−Π0y)/Π0v
z := y + γv
solve H(z) = 0 by Newton keeping Π0z constant

y := z
output: y
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Fundamental tools

Continuation methods

The predictor–corrector or pseudo–arclength method

I In this algorithm, γ should be chosen in order to keep (more or less)
constant the number of Newton iterates in the refinement phase.

A simple rule to do that is to assume that the number of Newton iterates
is a linear function of the steplength chosen:

γ =
ndes

nold
γold.

I Note that in the pseudo–arclength method there is no distinguished
coordinate to be thought as a parameter. We can therefore apply it to
any system of non–linear equations H(y) = 0, as long as its solution is
a curve.

I Note that the method works as long as dim ker H(y) = 1 on the solution
curve. It is not necessary that H : Rn −→ Rm with m = n + 1.



Long Time Integrations

Fundamental tools

Continuation methods

The predictor–corrector or pseudo–arclength method

I The condition dim ker H(y) = 1 fails at bifurcation points (where
dim ker H(y) = 2).

Since it is difficult to exactly “fall over” a bifurcation point, the method
usually “jumps over” them.

I A way to avoid “jumping” into bifurcated branches is to control the
angle between successive iterates yn−1, yn, yn+1, that is, reduce
steplength if

〈yn − yn−1, yn+1 − yn〉 ≤ 1− tol.

I This last strategy is also useful to plot nice continuation curves.
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Fundamental tools

Continuation methods

Bifurcation points

I If dim ker DG(y) ≥ 2, y is a bifurcation point.

I Rigorous analysis of a bifurcation point requires the evaluation of the
second derivatives of G at y, that is

D2G(y) =
(
∂yi∂yj G(y)

)
i,j=0÷n,

where the matrix is symmetric and each of its components is an
n–dimensional vector.

I They can be computed from the second variational equations.

I Often one can find what happens in a bifurcation point in terms of the
dynamics around it, whithout the need of a rigorous analysis of
bifurcations (for a rigorous analysis see e.g. [13])
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Fundamental tools

Dynamical systems

Continuous Dynamical Systems
Defined by a system of autonomous (i.e. time–independent) ODE.

ẋ1 = f1(x1, x2, . . . , xn),
ẋ2 = f2(x1, x2, . . . , xn),

...
ẋn = fn(x1, x2, . . . , xn),

In short,
ẋ = f(x), for x ∈ Rn, f : Rn → Rn.

with

x =

 x1
...

xn

 ∈ Rn, f(x) =

 f1(x)
...

fn(x)

 ∈ Rn



Long Time Integrations

Fundamental tools

Dynamical systems

Continuous Dynamical Systems
I An autonomous system of ODE

ẋ = f(x), for x ∈ Rn, f : Rn → Rn.

allows to define the flow,

φt(x), t ∈ R, x ∈ Rn,

that satisfies {
d
dtφt(x) = f

(
φt(x)

)
,

φ0(x) = x,
and

φs+t(x) = φs
(
φt(x)

)
.

I Examples: RTBP, Hill’s problem (Gerard’s session).
I We will always assume a Hamiltonian dynamical system:

H : Rn −→ Rn (n even)

ẋ = J∇H(x), J =
(

0 I
−I 0

)
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Fundamental tools

Dynamical systems

Poincaré maps
I Let Σ be a hypersurface of Rn, and assume it is transversal to the

vectorfield, that is, the vectorfield is not tangent Σ in any point of Σ,

∀x ∈ Σ f(x) /∈ Tx(Σ).

I Let x0 be such that φT0 ∈ Σ for some T0 > 0, and assume that T0 is
minimum with this property.

I Under suitable hypothesis, there exists a neighborhood U 3 x0 and a
map τ : U → Rn, known as time–return map, such that

φτ(x)(x) ∈ Σ ∀x ∈ U.

I The map
P(x) = φτ(x)(x)

is called Poincaré map or first–return map corresponding to Σ.
I The restriction of P to V := Σ ∩U defines a discrete dynamical system.
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Fundamental tools

Dynamical systems

Poincaré maps: numerical computation
We are given:

I A Poincaré map, P(x) = φτ(x)(x).
I A surface of section, Σ = {g(x) = 0}, to be traversed from {g(x) < 0}

to {g(x) > 0}
We can numerically evaluate P(x) by the following algorithm:

input: x, g, f , tol
do: t:=0, y:=x, h:=tol

while (g(y) ≥ 0)
(t,y,h):=IntStep(t,y,h,f ,tol)

while (g(y) < 0)
(t,y,h):=IntStep(t,y,h,f ,tol)

while (|g(y)| < tol)
δ:=−g(y)/

(
Dg(y)f(y)

)
(t,y,h):=Flow(t,t + δ,y,h,f ,tol)

output: t, y.
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Fundamental tools

Dynamical systems

Poincaré maps: differential
In order to differentiate P(x), we need

I Dφτ(x)(x), from variational equations.
I Dτ(x).

The last quantity can be obtained by implicit differentiation:

0 ≡ g(P(x))

=⇒ Dτ(x) = −
Dg
(
P(x)

)
Dφτ(x)(x)

Dg
(
P(x)

)
f
(
P(x)

) .

From the chain rule,

DP(x) = − f
(
P(x)

)︸ ︷︷ ︸
n×1

1×n︷ ︸︸ ︷
Dg
(
P(x)

) n×n︷ ︸︸ ︷
Dφτ(x)(x)

Dg
(
P(x)

)
f
(
P(x)

) + Dφτ(x)(x).︸ ︷︷ ︸
n×n

It can be avoided in some situations, as we will see.
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Computation of objects and its manifolds

Computation of fixed points

Computation of fixed points

I A fixed point of
ẋ = f(x),

is a point p ∈ Rn such that f(p) = 0.
I For simple models, fixed points can be found analitically.
I Wen it is not possible, Newton’s method can be used in order to find a

zero of

G : Rn −→ Rn

x 7−→ f(x)
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Computation of objects and its manifolds

Computation of fixed points

Linear behavior around a fixed point

Interesting in order to:

I Understand the dynamics around a fixed point.

I Obtain good initial guesses for the objects that originate around a fixed
point.
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Computation of objects and its manifolds

Computation of fixed points

Linear behavior around a fixed point: flows
Consider a flow

ẋ = f(x),

with a fixed point p,
f(p) = 0,

The Taylor expansion of f around p up to order one is

f(x) = f(p)︸︷︷︸
=0

+ Df(p)︸ ︷︷ ︸
=:A

(x− p) + O(‖x− p‖2),

so that the linearized flow around p is

ẋ = A(x− p).

The eigenvalues of A are known as the exponents of the fixed point p.
For Hamiltonian systems,

λ ∈ Spec A =⇒ −λ ∈ Spec A.
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Computation of objects and its manifolds

Computation of fixed points

Linear behavior around a fixed point: flows
Assume λ ∈ Spec A, λ 6= 0, Av = λv, v 6= 0.

I If λ ∈ R, consider ϕ(t) = p + eλtv. Then:
I ϕ(t) satisfies the system of ODE of the linearized flow,

ϕ′(t) = λeλtv = eλt(λv) = eλt(Av) = A(eλtv)
= A

`
ϕ(t)− p

´
.

I If λ > 0, ϕ(t) t→+∞−→ p, so that it gives a stable manifold of the linearized
flow.

I If λ < 0, ϕ(t) t→−∞−→ p, so that it gives an unstable manifold of the
linearized flow.

The extistence of a stable or unstable manifold of the full (nonlinear)
dynamical system is ensured by the stable manifold theorem for flows.
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Computation of objects and its manifolds

Computation of fixed points

Linear behavior around a fixed point: flows
Assume λ ∈ Spec A, λ 6= 0, Av = λv, v 6= 0.

I If λ = iω, for ω ∈ R, let v1 + iv2 be a corresponding eigenvector, with
v1, v2 ∈ Rn. Then

Av1 + iAv2 = A(v1 + iv2) = −ωv2 + iωv1.

Therefore, if we define

ϕγ(t) = p + γ
(
(cosωt)v1 − (sinωt)v2

)
,

we have
ϕ′γ(t) = A

(
ϕ(t)− p

)
,

so that ϕγ(t) satifies the linearized system of ODE
Under non–resonance conditions with respect to the remaining
eigenvalues, the existence of a family of periodic orbits for the full
nonlinear system, with limiting period 2π/ω, is ensured by Liapunov’s
center theorem.
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Computation of objects and its manifolds

Computation of fixed points

Linear behavior around a fixed point: flows
Assume λ ∈ Spec A, λ 6= 0, Av = λv, v 6= 0.

I The case λ = a + iω for a, ω ∈ R, a, ω 6= 0 corresponds to a sink or a
source, depending on wether Reλ < 0 or Reλ > 0, respectively.

I It is an impossible case in a Hamiltonian system, and will not be
considered here.
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Computation of objects and its manifolds

Computation of periodic orbits

Computation of p.o.: autonomous case
Consider an autonomous system of ODE,

ẋ = f(x),

Assume we look for an o.p. as a fixed point of

F(x) = φT(x).

Then we would look for a zero of

G(x) := F(x)− x = φT(x)− x.

by Newton’s method.

But, for x0 in the o.p., DG(x0) is singular, because {G(x) = 0} has the
whole o.p. as solution.
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Computation of objects and its manifolds

Computation of periodic orbits

Computation of p.o.: autonomous case
I We look for a fixed point of a Poincaré map corresponding to a section

that intersects transversally the p.o. at x0.

P(x) = φτ(x)(x),

Then x0 is the only point of the p.o. that is also a fixed point of the
Poincaré map.
We look for a zero of

G(x) := P(x)− x = DP(x)− x,

by Newton’s method. Its differential is

DG(x) = DP(x)− In.

I Alternatively, we can consider T an additional unknown and solve

g(x) = 0
φT(x) = x

}
.
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Computation of objects and its manifolds

Computation of periodic orbits

Computation of p.o.: autonomous case
The previous approach works in oder to find an isolated p.o., but

I In autonomous Hamiltonian systems (like the RTBP or Hill’s problem),
periodic orbits are not isolated but embedded in families.

I This gives a curve of fixed points in the Poincaré section.
I This curve is solution G(x) = 0, so DG(x) is singular at any of this

points.

The solution to this problem is to add an additional constraint in order to
have an unique o.p. as solution.

It can be, either
I To prescribe a certain period.
I To prescribe an energy level.
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Computation of objects and its manifolds

Computation of periodic orbits

Practical implementation
Consider the RTBP (or any autonomous Hamiltonian system).

We can consider the following system of equations:

H(x)− h = 0
τ(x)− T = 0

φτ(x)(x)− x = 0

 ,

with unknowns (h,T, x) = (h,T, x, y, z, px, py, pz).

This system, as is, does not need to be compatible, because both the energy
and the period (locally) determine a unique p.o. in the family.

What we can do is to eliminate equations and unknows in the previous
system in order to obtain que equations for a particular approach:

I By “eliminating” an equation, we mean exactly this.
I By “eliminating” an unknown, we mean to keep it constant in Newton’s

method, as if it were a parameter.
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Computation of objects and its manifolds

Computation of periodic orbits

Practical implementation
Consider the RTBP (or any autonomous Hamiltonian system).

We can consider the following system of equations:

H(x)− h = 0
τ(x)− T = 0

φτ(x)(x)− x = 0

 ,

with unknowns (h,T, x) = (h,T, x, y, z, px, py, pz).
In this way, for instance:

I To compute a p.o. of a given energy level, we eliminate equation 2 and
unknowns h,T .

I To compute a p.o. of a given period, we eliminate equation 1 and
unknowns h,T .

I To compute a p.o. of a given energy level an a prescribed value of a
coordinate, we eliminate the second equation and the unknowns h and
the prescribed coordinate.
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Computation of objects and its manifolds

Computation of periodic orbits

Practical implementation

Consider the RTBP (or any autonomous Hamiltonian system).

We can consider the following system of equations:

H(x)− h = 0
τ(x)− T = 0

φτ(x)(x)− x = 0

 ,

with unknowns (h,T, x) = (h,T, x, y, z, px, py, pz).

With any of the previous choices, we end up with an (n + 2)× (n + 1)
(nonlinear) system with unique solution.
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Computation of objects and its manifolds

Computation of periodic orbits

Multiple shooting

The neighborhood of the collinear libration points of the RTBP is highly
unstable.

I The monodromy matrices of p.o. have eigenvalues as large as 2000, or
even more.

I This means that any error in the initial condition is amplified by this
factor.

I This is also true for the numerical truncation error.

We can reduce these amplification factors by making use of multiple
shooting.

Idea: introduce additional objects and matching conditions in order to
reduce integratin time.
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Computation of objects and its manifolds

Computation of periodic orbits

Multiple shooting
The neighborhood of the collinear libration points of the RTBP is highly
unstable.

Instead of loking for
h,T, x,

we look for
h,T, x0, . . . , xm−1,

for m > 1, satisfying

H(x0)− h = 0
τ(xm−1)− T

m = 0
φT/m(xi)− xi+1 = 0, i = 0÷ m− 2

φτ(xm−1)(xm−1)− x0 = 0

 .

Whis this approach, one obtains amplification factors that are, tipically, the
m-th root of the starting ones.
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Computation of objects and its manifolds

Computation of periodic orbits

Linear behavior around a p.o.
Consider an autonomous Hamiltonian system.

I An initial condition x0 of a T–periodic orbit is also a fixed point of φT .
I Consider the RTBP (or any autonomous Hamiltonian system), and let

x0 be an initial condition of a T–periodic orbit. Then, its monodromy
matrix,

M := DφT(x0)

has 1 as double eigenvalue.
I Moreover, M := DφT(x0) is a symplectic matrix, which implies:

if λ is an eigenvalue of M, then 1/λ is also eigenvalue.
Then,

Spec M = {1, 1, λ1, λ
−1
1 , λ2, λ

−1
2 },

and we will assume that |λi| ≤ |λ−1
i |.
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Computation of objects and its manifolds

Computation of periodic orbits

Linear behavior around a p.o.
Consider an autonomous Hamiltonian system.
Let x0 s.t. φT(x0) = x0, M := DφT(x0).
Spec M = {1, 1, λ1, λ

−1
1 , λ2, λ

−1
2 }.

The linear behaviour around a p.o. is better studied in terms of its stability
parameters, s1 and s2, which are defined as

s1 = λ1 + 1/λ1, s2 = λ2 + 1/λ2.

It is easy to check that

si ∈ R, |si| > 2 ⇐⇒ λi ∈ R\{±1},
si ∈ R, |si| ≤ 2 ⇐⇒ λi ∈ C, |λi| = 1,

si ∈ C\R ⇐⇒ λi ∈ C\R, |λi| 6= 1.
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Computation of objects and its manifolds

Computation of periodic orbits

Linear behavior around a p.o.
Consider an autonomous Hamiltonian system.
Let x0 s.t. φT(x0) = x0, M := DφT(x0).
Spec M = {1, 1, λ1, λ

−1
1 , λ2, λ

−1
2 }.

s1 = λ1 + 1/λ1, s2 = λ2 + 1/λ2.

I If si ∈ R, |si| > 2 (hyperbolic case)⇒ λi ∈ R\{±1}.
I There is a stable manifold of the fixed point of φT , tangent to the
λi–eigendirection at x0.

I There is an unstable manifold of the fixed point φT , tangent to the
λ−1

i –eigendirection at x0.
In terms of the p.o.:

I There is a stable manifold of the p.o. whose section through the
λi, λ

−1
i –eigenplane is tangent to the λi–eigendirection.

I There is an unstable manifold of teh p.o. whose section through the
λi, λ

−1
i –eigenplane is tangent to the λ−1

i –eigendirection.
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Computation of objects and its manifolds

Computation of periodic orbits

Linear behavior around a p.o.
Consider an autonomous Hamiltonian system.
Let x0 s.t. φT(x0) = x0, M := DφT(x0).
Spec M = {1, 1, λ1, λ

−1
1 , λ2, λ

−1
2 }.

s1 = λ1 + 1/λ1, s2 = λ2 + 1/λ2.

I If si ∈ R, |si| ≤ 2 (elliptic case), let λi = cos ρ+ i sin ρ
(⇒ si = 2 cos ρ),
and let v be s.t. Mv = λiv, v 6= 0, v = v1 + iv2.

I There is a continuous, one–parametric family of closed curves invariant
by the linearization of φT around x0 in the
{x0 + α1 Re v1 + α2 Im v2}α1,α2∈R plane, with rotation number ρ.

I Under generic non–degeneracy conditions, there is a Cantorian family of
invariant curves around x0, with limiting rotation number ρ. When
transported by the flow, these invariant curves generate two–dimensional
invariant tori.

I Rational values (times 2π) for ρ also give rise to bifurcated p.o., with
period 2π/ρ. The particular values ρ = 2π (si = 2) and ρ = π (si = −2),
are known as the parabolic case.
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Strategy

We will consider two cases:
I Continuation with respect to the energy with multiple shooting. The

equations to continue are H(x0)− h = 0,
φT/m(xi)− xi+1 = 0, i = 0÷ m− 2,

φτ(xm−1)(xm−1)− x0 = 0,

with unknowns h, x0, . . . , xm−1.

Note this in this case T is a parameter, but should be close to the period
of the p.o. It is conveinent to set T := τ(x0) at every continuation step,
and recompute x1, . . . , xn−1, in order to have them equally spaced in
time along the p.o.
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Computation of objects and its manifolds

Continuation of families of periodic orbits

Strategy

We will consider two cases:
I Continuation with respect to the period with multiple shooting. The

equations to consider are τ(xm−1)− T
m = 0

φT/m(xi)− xi+1 = 0, i = 0÷ m− 2,
φτ(xm−1)(xm−1)− x0 = 0,

with unknows T, x0, . . . , xm−1.

Note that the two systems of equations just considered can be evaluated by
the same routine by eliminating suitable equations and unknowns.
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Example: the Lyapunov families around L1 in the RTBP
Linear behavior around L1

Denote the system of ODE of the RTBP for the Earth–Moon mass parameter
as

ẋ = f(x).

Then
Spec(Df(L1)) = {λ,−λ, iωv,−iωv, iωp,−iωp},

with λ, ωp, ωv > 0.
Then,

I the eigenvalues ±λ give rise to stable and unstable manifodls.
I the eigenvalues ±iωp, ±iωv give rise to a center manifold, on which

I the eigenvalues ±iωp give rise to the Lyapunov planar family of p.o.,
I the eigenvalues ±iωv give rise to the Lypaunov vertical family of p.o.
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Example: the Lyapunov families around L1 in the RTBP
Linear behavior around L1

Denote the system of ODE of the RTBP for the Earth–Moon mass parameter
as

ẋ = f(x).

Then
Spec(Df(L1)) = {λ,−λ, iωv,−iωv, iωp,−iωp},

with λ, ωp, ωv > 0.
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Example: the Lyapunov families around L1 in the RTBP
Liapunov vertical family
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Example: the Lyapunov families around L1 in the RTBP
Liapunov planar family

Go to collision with the Earth.
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Example: the Lyapunov families around L1 in the RTBP
Liapunov planar family

#bif. Energy Type
1 -1.58718 A Halo family
2 -1.51070 B Bridge to the vertical family
3 -1.47464 C Not continuated
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Numerical computation of invariant 2D tori
We develop the methodology [9, 12] for an autonomous Hamiltonian system.

I We could look for a parametrization of a 2D torus,

ψ : R2 −→ R6

(θ1, θ2) 7→ ψ(θ1, θ2),

with ψ 2π–periodic function in θ1, θ2, by solving

ψ(θ1 + tω1, θ2 + tω2) = φt
(
ψ(θ1, θ2)

)
, ∀t ∈ R, ∀θ1, θ2 ∈ [0, 2π],

where ω1, ω2 are the frequencies of the torus.
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Computation of invariant 2D tori

Numerical computation of invariant 2D tori
I We could look for a parametrization of a 2D torus by solving

ψ(θ1 + tω1, θ2 + tω2) = φt
(
ψ(θ1, θ2)

)
, ∀t ∈ R, ∀θ1, θ2 ∈ [0, 2π],

where ω1, ω2 are the frequencies of the torus.
I In order to reduce the dimension of the problem, we observe that
ϕ(ξ) = ψ(ξ, 0) is a curve invariant by φ2π/ω2 , and satisfies

ϕ(ξ + ρ) = φT2

(
ϕ(ξ)

)
,

for ρ = 2πω1/ω2 and T2 = 2π/ω2.
I Once we have ϕ, we can recover ψ by

ψ(θ1, θ2) = φ θ2
2π T2

(
ϕ(θ1 −

θ2

2π
ρ)
)
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Numerical computation of invariant 2D tori
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Discretization

I Note that
ϕ(ξ + ρ) = φT2

(
ϕ(ξ)

)
,

is a functional equation: we have “infinite equations” (one for each
value of ξ ∈ [0, 2π)) and “infinite unknowns” (we cannot describe a
general function ϕ by a finite number of parameters).

I We discretize function space by looking for ϕ as a truncated Fourier
series,

ϕ(ξ) = A0 +
Nf∑

k=1

(
Ak cos(kξ) + Bk sin(kξ)

)
.

I We will discretize parameter space by looking for ϕ satisfying

ϕ(ξ + ρ)− φT2

(
ϕ(ξi)

)
, i = 0÷ 2Nf ,

for ξi = i2π/(1 + 2Nf ).
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Indeterminations
We have two indeterminations to cope with.

I (Invariant curve indetermination) Assuming there exists a
parametrization of a 2D torus,

ϕ(θ1 + tω1, θ2 + tω2) = φt
(
ψ(θ1, θ2)

)
,

not only ϕ(ξ) = ψ(ξ, 0) satisfies

ϕ(ξ + ρ) = φT2

(
ϕ(ξ)

)
,

but any ϕ(ξ) := ψ(ξ, η0) for η0 ∈ [0, 2π) also does.
I This indetermination can be avoided by fixing a curve on the torus.
I This can be done by prescribing a value for a coordinate of A0.
I It must be chosen by geometrical considerations.
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Indeterminations
We have two indeterminations to cope with.

I (Phase shift indetermination) If ϕ(ξ) satisifes ϕ(ξ + ρ) = φT2

(
ϕ(ξ)

)
,

then, for any ξ0 ∈ R, ϕξ0(ξ) = ϕ(ξ − ξ0) also does.
I This indetermination can be avoided by prescribing a coordinate of A1 to

be zero.
I Assume that A1 = (A1

1, . . . ,A
6
1), B1 = (B1

1, . . . ,B
6
1). If (Ak

1,B
k
1) 6= (0, 0),

since

Ak
1 cos

`
k(ξ − ξ0)

´
+ Bk

1 sin
`
k(ξ − ξ0)

´
= (Ak

1 cos kξ0 − Bk
1 sin kξ0) cos kξ

+(Ak
1 sin kξ0 + Bk

1 cos kξ0) sin kξ

=: eAk
1 cos kξ + eBk

1 sin kξ.

we can always choose ξ0 such that eAk
1 = 0.
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The system of equations
We want to design a system of equations such that

I We are to prescribe values for the energy.
For that, we add an additional equation.

I We want to overcome high instability.
For that, we implement multiple shooting.
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The system of equations
We will, therefore, look for ϕ0, . . . ,ϕm−1 satysfiying H

(
ϕ0(0)

)
− h = 0

ϕj+1(ξi)− φT2/m
(
ϕj(ξi)

)
= 0, j = 0÷ m− 2, i = 0, . . . , 2Nf ,

ϕ0(ξi + ρ)− φT2/m
(
ϕm−1(ξi)

)
= 0, i = 0÷ 2Nf ,

where ξi = i(2π)/(1 + 2Nf ), i = 0÷ 2Nf , and the unknowns are

h,T2, ρ,A0
0,A

0
1,B

0
1, . . . ,A

0
Nf
,B0

Nf
, . . . ,Am−1

0 ,Am−1
1 ,Bm−1

1 , . . . ,Am−1
Nf

,Bm−1
Nf

with h,T2, ρ ∈ R, Aj
i,B

j
i ∈ R6 and

ϕj(ξ) = Aj
0 +

Nf∑
l=0

(
Aj

l cos(lξ) + Bj
l sin(lξ)

)
.

This system is
(
1 + 6m(1 + 2Nf )

)
×
(
3 + 6m(1 + 2Nf )

)
.
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Computation of a torus
The tori we are looking for are embedded in 2–parametric families, which
can be paramtrized by 2 parameters among h, ρ,T2. Therefore, in order to
compute a torus, we

I eliminate one coordinate of A0
0, in order to fix a curve on the torus,

I set a coordinate of A0
1 equal to zero and eliminate it, in order to get rid

of the phase shift indetermination.
I eliminate two unknonws among h, T2, ρ, in order to fixate a particular

torus.
When applying Newton’s method, we end up with a(

1 + 6m(1 + 2Nf )
)
×
(
3 + 6m(1 + 2Nf )− 4

)
system of linear equations, with unique solution but which has more
equations than uknowns.
This is not a problem, as long as we use the general rutine we have
described, specifying the kernel dimension to be zero.
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Error estimation
In order to estimate the error of the computed torus, we can consider a
refinement of the discretization of the parameter space, that is,

ξ̃j = j
2π
M
,

for M � 1 + 2Nf , and use as error estimate

max
j=0÷M

∥∥∥∥∥∥
 (

ϕl+1(ξ̃j)− φT2/m
(
ϕl(ξ̃j)

))m−2

l=0

ϕ0(ξ̃j + ρ)− φT2/m
(
ϕm−1(ξ̃j)

)
∥∥∥∥∥∥

for some norm.

We can reduce this estimate by increasing Nf , but this increases the size of
the linear system we need to solve, and this is the bottleneck of the
procedure.
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Globalization of a torus from an invariant curve
Assume we have ϕ satisfying ϕ(ξ + ρ) = φT2

(
ϕ(ξ)

)
.

Then a calculation shows that

ψ(θ1, θ2) := φ θ2
2π T2

(
ϕ
(
θ1 −

θ2

2π
ρ
))

describes an invariant torus with frequency vector (ρ/T2, 2π/T2), that is,

φt
(
ψ(θ1, θ2)

)
= ψ

(
θ1 + tω1, θ2 + tω2

)
.

with ω1 = ρ/T2, ω2 = 2π/T2.

If we need to integrate a trajectory on the computed torus for a long time, we
just have to numerically integrate it from invariant curve to invariant curve.
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Starting from a periodic orbit
I Let x0 be s.t. φT(x0) = x0.
I Let s1, s2, si = λi + λ−1

i be the corresponding stability parameters.
I Assume |s1| < 1, s1 = 2 cos ν (i.e., λ1 = cos ν + i sin ν).

A calculation shows that, for

ϕ(ξ) = x0 + γ
(

cos(ξ − ξ0)v1 − sin(ξ − ξ0)v2

)
= x0 + γ

(
(v1 cos ξ0 − v2 sin ξ0) cos ξ + (v1 sin ξ0 + v2 cos ξ0) sin ξ

)
we have

Lx0
φT

(
ϕ(ξ)

)
= ϕ(ξ + ν).

where Lx0
φT

is the linear approximation of φT around x0.
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Starting from a periodic orbit
I Let x0 be s.t. φT(x0) = x0.
I Let s1, s2, si = λi + λ−1

i be the corresponding stability parameters.
I Assume |s1| < 1, s1 = 2 cos ν (i.e., λ1 = cos ν + i sin ν).

Recall that we have shown that,

Lx0
φT

(
ϕ(ξ)

)
= ϕ(ξ + ν).

Therefore, as initial seed to get a torus around the o.p., we can take

h = H(x0), A0 = x0,
T2 = T, A1 = (v1 cos ξ0 − v2 sin ξ0),
ρ = ν, B1 = (v1 sin ξ0 + v2 cos ξ0),

Aj = Bj = 0, j ≥ 2.
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Starting from a periodic orbit
h = H(x0), A0 = x0,

T2 = T, A1 = (v1 cos ξ0 − v2 sin ξ0),
ρ = ν, B1 = (v1 sin ξ0 + v2 cos ξ0),

Aj = Bj = 0, j ≥ 2.

Note that:
I We can use ξ0 to get one coordinate of A1 equal to zero and, in this way,

avoid the phase shift indetermination.
I For the nonlinear system ρ 6= ν, but we don’t know if either ρ > ν or
ρ < ν. The same happens with T2 and h.

I The o.p. itselfs satisfies the equations of an invariant torus, and has a
large basin of attraction as a zero of these equations.

We can avoid the problems of the last two points above at once by keeping
constant one coordinate of A1 or B1 which is different from zero in the initial
seed.
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Starting from a p.o.: second method
We have seen that

Lϕ(ξ) = x0 + γ
(

(v1 cos ξ0 − v2 sin ξ0) cos ξ + (v1 sin ξ0 + v2 cos ξ0) cos ξ
)

parametrizes a closed curve invariant by the linarized time–T flow. We can
globalize this invariant curve to a 2D torus invariant by the linearized flow as

Lψ(θ1, θ2) = Lx0
φ(θ2/2π)T2

(
Lϕ(θ1 −

θ2

2π
ν)
)

where we denote, for an arbitrary function G and an arbitrary point y0, the
linearization of G around y0 as

Ly0
G (y) = y0 + DG(y0)(y− y0).

Then, a calculation shows that

L
φ(θ2/2π)T (x0)

φt

(
Lψ(θ1, θ2)

)
= Lψ

(
θ1 + t

ν

T
, θ2 + t

2π
T

)
.
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Starting from a p.o.: second method

L
φ θ2

2π T
(x0)

φt

(
Lψ(θ1, θ2)

)
= Lψ

(
θ1 + t

ν

T
, θ2 + t

2π
T

)
.

I The previous way to obtain an initial seed to compute a torus
corresponds to take T2 close to the period of the backbone periodic
orbit (second period of thelinear torus).

I In some situations, we will want to get an initial seed for a torus with T2
close to a normal period of the backbone p.o. (first period of the linear
torus).

I For that, we can take as initial seed

h = H(x0), T2 =
2π
ν

T, ρ = T2
2π
T
,

and Ai, Bj the Fourier coefficients (easily obtained by a DFT) of
{Lψ(0, j 2π

N )}N−1
j=0 .
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Starting longitudinally and transversally

In a somewhat sloopy/informal/unfortunate fashion,
I The first method of starting from a p.o. will be referred to as “starting

longitudinally from a p.o.”.

p.o.

integration

inv. curve

I The second method of starting from a p.o. will be referred to as
“starting transversally from a p.o.”.

integration
p.o.

inv. curve
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Computation of a family of tori in the RTBP
Remember that the corresponding equations are H

(
ϕ0(0)

)
− h = 0

ϕj+1(ξi)− φδ/m
(
ϕj(ξi)

)
= 0, j = 0÷ m− 2, i = 0, . . . , 2Nf ,

ϕ0(ξi + ρ)− φδ/m
(
ϕm−1(ξi)

)
= 0, i = 0÷ 2Nf ,

with unknowns

h,T2, ρ,A0
0,A

0
1,B

0
1, . . . ,A

0
Nf
,B0

Nf
, . . . ,Am−1

0 ,Am−1
1 ,Bm−1

1 , . . . ,Am−1
Nf

,Bm−1
Nf

Assume Ak1
0 ,A

k2
1 = 0 are fixed in order to eliminate indeterminations, so that

each value of the remaining coordinates corresponds at most to a torus.

The tori we are looking for are embedded in two–parametric families, so we
have to fix one more parameter in order to use the pseudo–arclength method.
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Computation of a family of tori in the RTBP
Remember that the corresponding equations are H

(
ϕ0(0)

)
− h = 0

ϕj+1(ξi)− φδ/m
(
ϕj(ξi)

)
= 0, j = 0÷ m− 2, i = 0, . . . , 2Nf ,

ϕ0(ξi + ρ)− φδ/m
(
ϕm−1(ξi)

)
= 0, i = 0÷ 2Nf ,

with unknowns

h,T2, ρ,A0
0,A

0
1,B

0
1, . . . ,A

0
Nf
,B0

Nf
, . . . ,Am−1

0 ,Am−1
1 ,Bm−1

1 , . . . ,Am−1
Nf

,Bm−1
Nf

Assume Ak1
0 ,A

k2
1 = 0 are fixed in order to eliminate indeterminations, so that

each value of the remaining coordinates corresponds at most to a torus.
Interesting cases are

I to fix ρ to a number with good Diophantine properties,
I to fix h, in order to follow an iso–energetic family.
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Example: 2D tori containing Lissajous orbits around L1
From vertical p.o. (longitudinally) to planar (transversally)
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Example: 2D tori containing Lissajous orbits around L1
From vertical p.o. (longitudinally) to planar (transversally)
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Example: 2D tori containing Lissajous orbits around L1
From vertical p.o. (longitudinally) to planar (transversally)
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Example: 2D tori containing Lissajous orbits around L1
From vertical p.o. (longitudinally) to planar (transversally)
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Example: 2D tori containing Lissajous orbits around L1
Full family of 2D tori[8]
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Long Time Integrations

Computation of objects and its manifolds

Continuation of families of 2D tori

Example: 2D tori containing Lissajous orbits around L1
Full family of 2D tori[8]
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Long Time Integrations

Computation of objects and its manifolds

Continuation of families of 2D tori

Example: 2D tori containing Lissajous orbits around L1
Full family of 2D tori[8]
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Long Time Integrations

Computation of objects and its manifolds

Continuation of families of 2D tori

Global parametrization of families using interpolation

I In order to globally describe families or tori[10], we can
I Compute a fine grid of tori covering the whole family we are interested in.
I Interpolate between computed tori in order to obtain the ones not in the

grid.
I For instance, for invariant tori containing Lissajous orbits around L1:

I The interpolation is done in the h–ρ representation (2D Lagrange iterated).
I Final product: a routine that returns Fourier series for ϕ from h, ρ.
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Long Time Integrations

Computation of objects and its manifolds

Continuation of families of 2D tori

Global parametrization of families using interpolation
Some data

I Number of tori on the grid:
25433.

I Total processor time for tori:

836.88 hours (34.8 days).

(When using a cluster, divide by the number of processes).
I Sizes of binary files storing all the Fourier coefficients of the grid:

180 MB.



Long Time Integrations

Computation of objects and its manifolds

Continuation of families of 2D tori

Global parametrization of families using interpolation
Interpolation error for tori
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Invariant manifolds of p.o.
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of p.o.

Computation

I Let x0 be an i.c. of a T–periodic orbit: φT(x0) = x0.
I ϕ(θ) = φ θ

2π T(x0) parametrizes the p.o.

I Let Λ ∈ Spec DφT(x0), v ∈ VΛ

(
DφT(x0)

)
,

(Λ > 1 unst. mani, Λ < 1 stb. one).
Then v(θ) = Λ−

θ
2π Dφ θ

2π T(x0)v parametrizes the tangent vectors to the
manifold.

I ψ(θ, ξ) = ϕ(θ) + ξv(θ) parametrizes the linear approximation of the
manifold.
(Can be evaluated for small ξ only).
Satisfies

φt
(
ψ(θ, ξ)

)
= ψ(θ + tω, etλξ) + O(ξ2)

for ω = 2π
T , λ = ω ln Λ

2π .



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of p.o.

Globalistaion
The manifold can be globalised by numerical integration:
for each ξ, take m such that Λ−mξ small and compute

Ψ(θ, ξ) = φmT
(
θ,Λ−mξ

)
.

Ψ satisfies

φt
(
Ψ(θ, ξ)

)
= Ψ(θ + tω, etλξ) + O

(
(Λ−mξ)2).

Example: 2D unstable manifold associated to a Halo orbit (Moon branch).
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori[9]
I Assume θ → ϕ(θ) parametrizes an invariant curve:

φT2

(
ϕ(θ)

)
= ϕ(θ + ρ)

We want to find Λ ∈ C and u : R→ R6, 2π–periodic, s.t.

DφT2

(
ϕ(θ − ρ)

)
u(θ − ρ) = Λu(θ),

which can be compactly written as

Cu = Λu,

with
(Cu)(θ) = DφT2

(
ϕ(θ − ρ)

)
u(θ − ρ),

and u is expanded as a (truncated) Fourier series.
I We an discretize the previous equation using FFT.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
Notations for the DFT

Given data {fj}N−1
j=0 , we denote

F{fj}N−1
j=0

(k) =
1
N

N−1∑
j=0

fje−i2π k
N j, k = 0, . . . ,N − 1,

A{fj}N−1
j=0

(k) =
δk

N

N−1∑
j=0

fj cos(2π
k
N

j), k = 0÷ N/2,

B{fj}N−1
j=0

(k) =
2
N

N−1∑
j=0

fj sin(2π
k
N

j), k = 1÷ N/2− 1,

(δ0 = δ N
2

= 1, δk = 2 for k = 0, N
2 ). If fj = f (θj) for θj = j2π/N and f is

2π–periodic,

f (θ) ≈ A{fj}N−1
j=0

(0) +
N/2∑
k=0

(
A{fj}N−1

j=0
(k) cos(kθ) + B{fj}N−1

j=0
(k) sin(kθ)

)
+ A{fj}N−1

j=0
(N/2) cos((N/2)θ).



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
Discretization of the C operator

To discretize Cu, we approximate the Fourier coeff. of Cu by the DFT

(Cu)(θ) ≈ A0 +
N/2−1∑

k=1

(
Ak cos(kθ) + Bk sin(kθ)

)
+ AN/2 cos((N/2)θ)

If we take u of the form

u(θ) = A0 +
N/2−1∑

k=1

(
Ak cos(kθ) + Bk sin(kθ)

)
+ AN/2 cos((N/2)θ),

and denote

X =
(
A0,A1,B1, . . . ,AN/2−1,BN/2−1,AN/2

)
,

X =
(
A0,A1,B1, . . . ,AN/2−1,BN/2−1,AN/2

)
,

then, for a suitable (finite–dim.) matrix C,

X = CX.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
Discretization of the C operator

The discrete version of Cu = Λu is

CX = ΛX

Recall:
(Cu)(θ) = DφT2

(
ϕ(θ − ρ)

)
u(θ − ρ).

Denote: wk = (0, . . . ,
(k)
1 , . . . , 0), k = 1÷ 6.

The coefficients of the C matrix can be computed from

F{DφT2 (ϕ(θl−ρ))wjeik(θl−ρ)}N−1
l=0

(m)

= e−ikρF{DφT2 (ϕ(θl−ρ))wj}N−1
l=0

(m− k),
j=1÷6
k=0÷N/2

m=0÷N/2
,

where the latter term can be computed in a single FFT.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
Structure of the spectrum

I The eigenvalues of the discretized equation appear grouped in circles.
I If the torus is reducible, there are as many circles as eigenvalues of the

reduced matrix (“monodromy matrix”), and each circle contains one of
them.

I Apart from unit circles, there will be 2 cicles containing Λ, Λ−1, for
some Λ > 0. We are interested in the latter.
The corresponding eigenvectors, uΛ(θ), uΛ−1(θ), give the vectors
tangent to the manifolds we look for.

I There are some additional issues on the accuracy of the computed
eigenvalues. See (Jorba, 2001) for details.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Manifolds of tori
Globalisation of an inv. curve to the whole torus

Once we have the (linear approximation of the) inv. manifolds corresponding
to an inv. curve inside the torus, we globalize them to the whole torus as
usual:

v(θ1, θ2) = Λ−θ2/2πDφ θ2T2
2π

(
ϕ(θ1 −

θ2

2π
ρ)
)

u(θ1 −
θ2

2π
ρ)

satisfies

Dφt(ϕ(θ1, θ2))v(θ1, θ2) = eλtv(θ1 + tω1, θ2 + tω2),

being

λ = ln(Λ)/T2,

ω1 = ρ/T2,

ω2 = 2π/T2.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Globalisation of the manifold
I ϕ param. inv. curve ( φT2

(
ϕ(ξ)

)
= ϕ(ξ + ρ) )

=⇒ ψ(θ1, θ2) = φ θ2
2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

param whole 2D torus.

Satisfies: φt
(
ψ(θ1, θ2)

)
= ψ(θ1 + tω1, θ2 + tω2),

with ω1 = ρ
T2
, ω2 = 2π

T2
.

I u param. vec. tg. mani. inv. curve ( DφT2

(
ϕ(ξ)

)
u(ξ) = Λu(ξ + ρ) )

=⇒ v(θ1, θ2) = Λ−
θ2
2π Dφ θ2

2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

u
(
θ1 − θ2

2πρ
)
.

Satisfies: Dφt
(
ψ(θ1, θ2)

)
v(θ1, θ2) = Λ−

tω2
2π v(θ1 + tω1, θ2 + tω2).

I Linear approximation to the manifold:

ψ(θ1, θ2, ξ) = ψ(θ1, θ2) + ξv(θ1, θ2)

Satisfies: φt
(
ψ(θ1, θ2, ξ)

)
= ψ(θ1 + tω1, θ2 + tω2, etλξ) + O(ξ2),

with λ = ω2 ln Λ
2π .

Can be evaluated for small ξ only.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Globalisation of the manifold
I ϕ param. inv. curve ( φT2

(
ϕ(ξ)

)
= ϕ(ξ + ρ) )

=⇒ ψ(θ1, θ2) = φ θ2
2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

param whole 2D torus.

Satisfies: φt
(
ψ(θ1, θ2)

)
= ψ(θ1 + tω1, θ2 + tω2),

with ω1 = ρ
T2
, ω2 = 2π

T2
.

I u param. vec. tg. mani. inv. curve ( DφT2

(
ϕ(ξ)

)
u(ξ) = Λu(ξ + ρ) )

=⇒ v(θ1, θ2) = Λ−
θ2
2π Dφ θ2

2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

u
(
θ1 − θ2

2πρ
)
.

Satisfies: Dφt
(
ψ(θ1, θ2)

)
v(θ1, θ2) = Λ−

tω2
2π v(θ1 + tω1, θ2 + tω2).

I Linear approximation to the manifold:

ψ(θ1, θ2, ξ) = ψ(θ1, θ2) + ξv(θ1, θ2)

Satisfies: φt
(
ψ(θ1, θ2, ξ)

)
= ψ(θ1 + tω1, θ2 + tω2, etλξ) + O(ξ2),

with λ = ω2 ln Λ
2π .

Can be evaluated for small ξ only.
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Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Globalisation of the manifold
I ϕ param. inv. curve ( φT2

(
ϕ(ξ)

)
= ϕ(ξ + ρ) )

=⇒ ψ(θ1, θ2) = φ θ2
2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

param whole 2D torus.

Satisfies: φt
(
ψ(θ1, θ2)

)
= ψ(θ1 + tω1, θ2 + tω2),

with ω1 = ρ
T2
, ω2 = 2π

T2
.

I u param. vec. tg. mani. inv. curve ( DφT2

(
ϕ(ξ)

)
u(ξ) = Λu(ξ + ρ) )

=⇒ v(θ1, θ2) = Λ−
θ2
2π Dφ θ2

2π T2

(
ϕ
(
θ1 − θ2

2πρ
))

u
(
θ1 − θ2

2πρ
)
.

Satisfies: Dφt
(
ψ(θ1, θ2)

)
v(θ1, θ2) = Λ−

tω2
2π v(θ1 + tω1, θ2 + tω2).

I Linear approximation to the manifold:

ψ(θ1, θ2, ξ) = ψ(θ1, θ2) + ξv(θ1, θ2)

Satisfies: φt
(
ψ(θ1, θ2, ξ)

)
= ψ(θ1 + tω1, θ2 + tω2, etλξ) + O(ξ2),

with λ = ω2 ln Λ
2π .

Can be evaluated for small ξ only.



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Globalisation of the manifold
I Linear approximation to the manifold:

ψ(θ1, θ2, ξ) = ψ(θ1, θ2) + ξv(θ1, θ2)

Satisfies: φt
(
ψ(θ1, θ2, ξ)

)
= ψ(θ1 + tω1, θ2 + tω2, etλξ) + O(ξ2),

with λ = ω2 ln Λ
2π .

Can be evaluated for small ξ only.
I Globalization of the manifold:

for each ξ, take m such that Λ−mξ small and compute

Ψ(θ1, θ2, ξ) = φmT2

(
ψ(θ1 − mρ, θ2,Λ−mξ)

)
(m > 0 for unst. manifold, m < 0 for stb. manifold)
Ψ satisfies

φ
(
Ψ(θ1, θ2, ξ)

)
= Ψ(θ1 + tω1, θ2 + tω2, etλξ) + O

(
(Λ−mξ)2)



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Globalisation of the manifold
I Linear approximation to the manifold:

ψ(θ1, θ2, ξ) = ψ(θ1, θ2) + ξv(θ1, θ2)

Satisfies: φt
(
ψ(θ1, θ2, ξ)

)
= ψ(θ1 + tω1, θ2 + tω2, etλξ) + O(ξ2),

with λ = ω2 ln Λ
2π .

Can be evaluated for small ξ only.
I Globalization of the manifold:

for each ξ, take m such that Λ−mξ small and compute

Ψ(θ1, θ2, ξ) = φmT2

(
ψ(θ1 − mρ, θ2,Λ−mξ)

)
(m > 0 for unst. manifold, m < 0 for stb. manifold)
Ψ satisfies

φ
(
Ψ(θ1, θ2, ξ)

)
= Ψ(θ1 + tω1, θ2 + tω2, etλξ) + O

(
(Λ−mξ)2)



Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

An example
3D unstable manifold associated to a Lissajous orbit

ξ ∈ [0, 2π], η = 0
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

An example
3D unstable manifold associated to a Lissajous orbit

ξ ∈ [0, 2π], η = 0, π
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

An example
3D unstable manifold associated to a Lissajous orbit

ξ ∈ [0, 2π], η ∈ [0, 2π]
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Global parametrization of families using interpolation
I In order to globally describe families or tori, we can

I Compute a fine grid of tori covering the whole family we are interested in.
I Interpolate between computed tori in order to obtain the ones not in the

grid.

The same can be done for their manifolds.
I For instance, for invariant tori containing Lissajous orbits around L1:

I The interpolation is done in the h–ρ representation (2D Lagrange iterated).
I Final product: a routine that returns Fourier series for ϕ, uu, us from h,ρ.
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Global parametrization of families using interpolation
Some data

I Number of tori on the grid:
25433.

I Total processor time for tori:

836.88 hours (34.8 days).

(When using a cluster, divide by the number of processes).
I Total processor time for manifolds (unstable+stable):

79.19 hours.

I Sizes of binary files storing all the Fourier coefficients of the grid:

180 MB.

I File for tori: 180 MB.
I Files for unst. and stb. manifolds: 128 MB each.
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Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Global parametrization of families using interpolation
Interpolation error for tori
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Long Time Integrations

Homoclinic and heteroclinic phenomena

Invariant manifolds of tori

Global parametrization of families using interpolation
Interpolation error for unstable and stable manifolds

 1e-09
 1e-08
 1e-07
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10

x

y

-1.59 -1.57 -1.55 -1.53 -1.51
 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1e-09
 1e-08
 1e-07
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10

x

y

-1.59 -1.57 -1.55 -1.53 -1.51
 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6



Long Time Integrations

Homoclinic and heteroclinic phenomena

Computation of homoclinic connections

Outline
Fundamental tools

Numerical solution of non-linear systems of equations
Continuation methods
Dynamical systems

Computation of objects and its manifolds
Computation of fixed points
Computation of periodic orbits
Continuation of families of periodic orbits
Computation of invariant 2D tori
Continuation of families of 2D tori

Homoclinic and heteroclinic phenomena
Invariant manifolds of p.o.
Invariant manifolds of tori
Computation of homoclinic connections
Continuation of homoclinic connections

Bibliography



Long Time Integrations

Homoclinic and heteroclinic phenomena

Computation of homoclinic connections

Finding connections
General setting

Some references: [7, 6, 4, 3]
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Homoclinic and heteroclinic phenomena

Computation of homoclinic connections

Finding connections
General setting

I Let
I ψ

u
(θ, ξ) param. of lin. app. of unst. mani. of departure object.

(θ ∈ T1 for p.o., θ ∈ T2 for tori).
I ψ

s
(θ, ξ) param. of lin. app. of stb. mani. of arrival object.

I Let Σ = {g(x) = 0} a hypersurface of section that the manifolds are
known to intersect.

I Consider two associated Poincaré maps:
I P+

Σ : integrating forward,
I P−Σ : integrating backwards.

I Choose ξsmall small enough so that the linear approximation is valid.
I Look for a zero of

F(θu, θs) = P+
Σ(ψ

u
(θu, ξsmall))− P−Σ(ψ

u
(θs, ξsmall))where

I θu, θs ∈ T1 for p.o.,
I θu, θs ∈ T2 for tori.
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The case of p.o.

In the case of p.o., the unstable and stable manifolds are 2D tubes, so
{P+

Σ

(
ψ

u
(θ, ξsmall)

)
}θ∈T1 and {P−Σ

(
ψ

s
(θ, ξsmall)

)
}θ∈T1 are S1–like closed

curves.
The number of cuts may be an issue.

x, y plane px, py plane
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Invariant tori
For 2D tori, {P+

Σ(ψ
u
(θ, ξsmall))}θ∈T2 and {P−Σ(ψ

s
(θ, ξsmall))}θ∈T2 are again

2D tori, so their intersections are not easy to visualize.
The representation of “clouds of points”

P+
Σ(ψ

u
(θ1, θ2, ξsmall))), P−Σ(ψ

s
(θ1, θ2, ξsmall)),

for a grid of values of (θ1, θ2), may help to locate possible connections,
which then can be refined by looking for a zero of F(θu, θs).
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Homoclinics of periodic orbits
Consider:

I h ∈ R an energy level,
I g1 : Rn −→ R a function defining a section for a periodic orbit,
I x ∈ Rn an i.c. of a p.o. with period T .
I Λu ∈ Spec DφT(x), Λu > 1, vu ∈ VΛu

(
DφT(x)

)
,

I Λs ∈ Spec DφT(x), 0 < Λs < 1, vs ∈ VΛs

(
DφT(x)

)
,

I g2 : Rn −→ R a function defining a section to match the manifolds,
I θu, θs ∈ T starting phases on the linear appr. of the unstable and stable

manifolds, respectively,
I Tu,Ts ∈ R time to intersect the g2 section from the unstable and stable

manifolds, respectively
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Homoclinics of periodic orbits
To find or to continuate[11] an homoclinic connection of a p.o., we can solve

H(x)− h = 0
g1(x) = 0

φT(x)− x = 0

‖vu‖2 − 1 = 0 ‖vs‖2 − 1 = 0
DφT(x)vu − Λuvu = 0 DφT(x)vs − Λsvs = 0

g2

(
φTu

(
ψ

u
(θu, ξsmall)

))
= 0

g2

(
φ−Ts

(
ψ

s
(θs, ξsmall)

))
= 0

φTu

(
ψ

u
(θu, ξsmall)

)
− φ−Ts

(
ψ

s
(θs, ξsmall)

)
= 0

If ambient space is 6–dimensional, we have
I 30 equations,
I 26 unknowns: h, x,T,Λu, vu,Λs, vs, θu,Tu, θs,Ts.
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Homoclinics of periodic orbits


H(x)− h = 0
g1(x) = 0

φT(x)− x = 0

‖vu‖2 − 1 = 0 ‖vs‖2 − 1 = 0
DφT(x)vu − Λuvu = 0 DφT(x)vs − Λsvs = 0

g2

(
φTu

(
ψ

u
(θu, ξsmall)

))
= 0

g2

(
φ−Ts

(
ψ

s
(θs, ξsmall)

))
= 0

φTu

(
ψ

u
(θu, ξsmall)

)
− φ−Ts

(
ψ

s
(θs, ξsmall)

)
= 0

I To find an homoclinic connection: fix h, x,T,Λu, vu,Λs, vs,

I To continuate it: let everything free.
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Examples

h, y plane

x, y plane, h = −1.560 x, y plane, h = −1.522
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