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Abstra
t| This paper des
ribes two methods forweighting the feature relevan
e in a Case-Based Rea-soning system. The �rst weighting method proposedinside the Case-Based Reasoning is based on RoughSets theory. The se
ond one is based on Sample Corre-lation. These weighting methods has been implementedinto the platform 
alled BASTIAN (
ase-BAsed Sys-Tem In 
lAssi�
atioN), whi
h is a Case-Based Classi-�er System. Experiments in di�erent domains fromthe UCI repository show that these weighting methodsimprove a

ura
y rate.Keywords| Case-Based Reasoning, Ma
hine Learn-ing, Diagnose, Knowledge Dis
overy.I. Introdu
tionOUR main goal is to develop, evaluate and im-prove 
lassi�er systems. Following this idea, wehave been working on weighting methods to improvethe a

ura
y rate in this kind of systems. This pa-per des
ribes and analyses the Rough Sets theory asa weighting method in a Case-Based Classi�er Sys-tem. This hybrid system is 
ompared to the SampleCorrelation as weighting method to test its reliability.The paper is stru
tured as des
ribed. First wepresent an overview of Case-Based Reasoning and themain points of the platform used to test that exper-iments. Next, we explain both weighting methodsanalysed. Se
tion III-A proposes the Rough Sets the-ory as a weighting method for a Case-Based Classi�ersystem. Se
tion III-C des
ribes the Sample Correla-tion weighting method. Se
tions IV and V expose thetestbed used and the results obtained respe
tively. Fi-nally, the last se
tion presents the 
on
lusions and fur-ther work.II. Case-Based Classifier SystemCase-Based Reasoning integrates in one system twodi�erent 
hara
teristi
s: ma
hine learning 
apabilitiesand problem solving 
apabilities. CBR uses a similarphilosophy to that whi
h humans sometimes use: ittries to solve new 
ases (examples) of a problem byusing old previously solved 
ases [1℄, [2℄. The pro
essof solving new 
ases 
ontributes with new informationand new knowledge to the system. This new informa-tion 
an be used for solving other future 
ases. TheM. Salam�o, E. Golobardes, D. Vernet and M. Nieto arewith the Intelligent Systems Resear
h Group, Enginyeriai Arquite
tura La Salle (EALS), Ramon Llull University(URL), Bar
elona, Spain. E-mail: fmariasal, elisabet, dave,mireyang�salleURL.edu

basi
 method 
an be easily des
ribed in terms of itsfour phases [3℄.The �rst phase retrieves old solved 
ases similar tothe new one. In the se
ond phase, the system triesto reuse the solutions of the previously retrieved 
asesfor solving the new 
ase. The third phase revises theproposed solution. Finally, the fourth phase retainsthe useful information obtained when solving the new
ase. In a Case-Based Classi�er System, it is possibleto simplify the reuse phase 
lassifying the new 
asewith the same 
lass as the most similar retrieved 
ase.The retrieval phase is the kernel in a Case-BasedReasoning system. That phase retrieves the most sim-ilar 
ase or 
ases to the new one. The most simi-lar 
ase is 
hosen using di�erent similarity fun
tions.The similarity fun
tions used in that paper are basedon distan
e 
on
ept, see se
tion II-A.2. These sim-ilarity fun
tions 
ompute the similarity between two
ases measuring the distan
e between features. If weassume an a

urate weight setting of features, a Case-Based Classi�er System 
an in
rease their predi
tiona

ura
y.This paper is fo
used on weighting methods to 
om-pute the feature relevan
e. We 
ompare 3 di�erentideas:� Not Weighting, we do not weigh the features ofour problems.� Rough Sets theory, we propose the rough setstheory as a weighting method [4℄.� Sample Correlation, we use the Sample Correla-tion as a weighting method [5℄. This method has beenproposed to 
ompare the Rough Sets theory reliability.A. Des
ription of BASTIAN platformBASTIAN (
ase BAsed SysTem In 
lAssi�
atioN)platform is a Case-Based Reasoning system used in
lassi�
ation. BASTIAN system is an extension ofCaB-CS (Case-Based Classi�er System) system [5℄,[6℄, [7℄. It allows the user to test several variants ofCBR.We present the main points of BASTIAN platformto explain in details how the Rough Sets theory isintrodu
ed in a Case-Based Reasoning system. TheSample Correlation has also been introdu
ed into theBASTIAN system, but the original implementationwas in CaB-CS system [8℄. The platform developedusing the JAVA programming language is explainedin [4℄.



A.1 General Stru
ture of BASTIAN platformThe BASTIAN high level stru
ture 
an be seen in�gure 1. It maintains the four phases des
ribed in[3℄, [9℄. The system adds a previous phase StartupIn-terfa
e, not in
orporate on the Case-Based Reasoning
y
le, that prepares the initial start-up of the system.
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Fig. 1. General Stru
ture in BASTIANThe system fun
tionalities are developed to workseparately and independent in 
ooperation among therest. The kernel of BASTIAN 
hanges dinami
ally de-pending on the type of Case-Based Reasoner we wantto develop. The main fun
tionalities we fo
us on ourpaper are:� SimilarityFun
tionInterfa
e 
on
entrates all the
hara
teristi
s related to similarity fun
tions. Let us
hange the similarity fun
tion dynami
ally into thesystem during one exe
ution. The similarity fun
tionsused in that paper are explained in se
tion II-A.2.� WeightingInterfa
e 
ontains the me
anisms to 
om-pute the feature relevan
e in a Case-Based Classi�erSystem. It is related to the RetrievalInterfa
e.� fRetrieval, Reuse, Revise, RetaingInterfa
e are thefour phases of the CBR 
y
le. These interfa
es de-s
ribe the behaviour of ea
h phase.A.2 Similarity Fun
tionsThis paper uses the similarity fun
tions based on thedistan
e 
on
ept. The most used similarity fun
tion isthe Nearest Neighbour algorithm [10℄, [11℄, whi
h 
om-putes the similarity between two 
ases using a globalsimilarity measure. The implementation used is basedon the Minkowsky's metri
 [12℄, [7℄. In this paper, wealso use the Clark's distan
e and the Cosine distan
e[13℄.Minkowsky's metri
The Minkowsky's metri
 is de�ned as:Sim(Case x; Case y) = rvuut FXi=1 wi � jxi � yijr (1)

Where Case x and Case y are two 
ases, whose sim-ilarity is 
omputed; F is the number of features thatdes
ribes the 
ase; xi, yi represent the value of the ithfeature of 
ases Case x and Case y respe
tively; andwi is the weight of the ith feature.In this study we test the Minkowsky's metri
 forthree di�erent values of r: Hamming distan
e forr = 1, Eu
lidean distan
e for r = 2, and Cubi
 dis-tan
e for r = 3.Clark's distan
eThe Clark's distan
e is de�ned as:Sim(Case x; Case y) = 2vuut FXi=1 wi � j (xi � yi) j2j (xi + yi) j2 (2)Where Case x and Case y are two 
ases, whosesimilarity is 
omputed; F is the number of featuresthat des
ribes the 
ase; and xi; yi represent the valueof the ith feature of 
ases Case x and Case y respe
-tively; and wi is the weight of the ith feature.Cosine distan
eThe Cosine distan
e is based on ve
tor properties inan Eu
lidean spa
e. It measures the Cosine angle in an-dimensional ve
tor spa
e. This metri
 is de�ned as:Sim(Case x; Case y) = PFi=1 wi � (xi � yi)2q(PFi=1 wi � x2i ) � (PFi=1 wi � y2i )(3)Where F represents the number of features that de-s
ribe the 
ases; and xi; yi represent the value of theith feature of 
ases Case x and Case y respe
tively;and wi is the weight of the ith feature.III. Feature Relevan
eFeature relevan
e is used to improve the a

ura
yrate of the Case-Based Classi�er system [11℄, [14℄, [15℄.The aim of this paper is to propose and evaluate theRough Sets theory as a weigthing method. This ap-proa
h is 
ompared to the results obtained using theSample Correlation [5℄, [16℄.The se
tion is divided in an introdu
tion to theRough Sets theory, the basis 
on
epts of Rough Setsand the in
orporation of Rough Sets into the Case-Based Classi�er System. The last part shows the Sam-ple Correlation as a weigthing method.A. Rough Sets TheoryZdzislaw Pawlak introdu
ed Rough Sets theory in1982 [17℄, [18℄, [19℄. The idea of the Rough Sets 
on-sists of the approximation of a set by a pair of sets,
alled the lower and the upper approximation of thisset. In fa
t, these approximations are inner and 
lo-sure operations in a 
ertain topology generated by theavailable data about elements of the set.



We use Rough Sets theory for redu
ing and extra
t-ing the dependen
ies in the knowledge. These depen-den
ies are the basis for 
omputing the relevan
e ofea
h feature into the Case-Based Classi�er System.B. Rough Sets inside Case Based Reasoning SystemWe in
orporate some 
on
epts in this paper to ex-plain how the dependen
ies we are looking for fromthe domain are obtained to sele
t the best weighting.B.1 Basi
 Con
epts and De�nitionsWe 
ompute from our Universe (U) (�nite andnot null set of obje
ts that des
ribes our problem, thisis the 
ase memory) the 
on
epts (obje
ts or 
ases)that form partitions of that Universe. The union ofall the 
on
epts make the entire Universe. Using allthe 
on
epts we 
an des
ribe all the equivalen
e re-lations (R) over the universe (U). Let an equivalen
erelation be a set of features that des
ribe a spe
i�

on
ept. U=R are the family of all equivalen
e 
lassesof (R).The universe and the relations form the knowledgebase (KB), de�ned as KB = < U, R̂ >. Where R̂is the family of equivalen
e relations over U. Everyrelation over the universe is an elementary 
on
ept inthe knowledge base.All the 
on
epts are formed by a set of equivalen
erelations that des
ribe them. Thus, we sear
h for theminimum set of equivalen
e relations that de�ne thesame 
on
ept as the initial set.Definition 1 (Indis
ernibility Relations)It 
an be de�ned as IND(P̂ )= T R̂ where P̂ � R̂. Theindis
ernibility relation is the interse
tion of proper-ties over P . The indis
ernibility shows the re�ned in-formation over a 
on
ept and gives all the informationabout the equivalen
e relation that exists in P̂ .Definition 2 (Basi
 Knowledge)The basi
 knowledge is the family of all equivalen
e
lasses of the equivalen
e relation IND(P̂ ). The basi
knowledge shows all the knowledge asso
iated with thefamily of equivalen
e relation P .Definition 3 (P-basi
 
ategories)P-basi
 
ategories are those basi
 properties of the uni-verse, whi
h 
an be expressed using knowledge fromP . They are the building blo
ks of the existing knowl-edge.Let K = (U; R̂) be a knowledge base.IND(K) = (IND(P̂ ): 0 6= P̂ � R̂) is the family ofall equivalen
e relations de�ned in K.B.2 Rough SetsLet X � U and R be an equivalen
e relation. Wewill say that:� X is R-de�nable if X is the union of some R-basi

ategories; otherwise X is R-unde�nable.� The R-de�nable sets are those subsets of the uni-verse whi
h 
an be exa
tly de�ned in the knowledgebase K, whereas the R-unde�nable sets 
an not bede�ned in this knowledge base.

� The R-unde�nable set will be also 
alled R-rough.� The set X � U will be 
alled exa
t in K if thereexists R 2 IND(K) su
h that X is R-exa
t, and Xis 
alled to be rough in K, if X is R-rough for anyR 2 IND(K).Approximations of SetThis is the main idea of rough sets, approximate aset by other sets. The next de�nitions will explain thisidea.Suppose a given knowledge base K =< U; R̂ >.With ea
h subset X � U and an equivalen
e relationR � IND(K) there are asso
iate two subsets 
alled:� Lower approximation� Upper approximationDefinition 4 (Lower approximation)The lower approximation, de�ned as: RX = S f Y 2U/R : Y � Xg. The lower approximation is the set ofall elements of U whi
h 
an be 
ertainty 
lassi�ed aselements of X in the knowledge R.Definition 5 (Upper approximation)The upper approximation, RX = S f Y 2 U/R : X TY 6= ; g. The upper approximation is the set of ele-ments of U whi
h 
an be possibly 
lassi�ed as elementsof X , employing knowledge R.Redu
t and Core of knowledgeIntuitively, a redu
t of knowledge is its essentialpart, whi
h suÆ
es to de�ne all 
on
epts o

urringin the 
onsidered knowledge, whereas the 
ore is themost important part of the knowledge.Let R̂ be a family of equivalen
e relations and let R2 R̂. We will say that:� R is indispensable if IND(R̂) 6= IND(R̂ - R); other-wise it is dispensable.� The family R̂ is independent if ea
h R 2 R̂ is indis-pensable in R; otherwise it is dependent.Definition 6 (Redu
t)Q̂ 2 R̂ is a redu
t of R̂ if :1. Q̂ is independent.2. IND(Q̂) = IND(R̂). Using Q it is possible ap-proximate the same as using R.Definition 7 (Core)The set of all indispensable relations in R will be 
alledthe 
ore of R, and will be denoted CORE(R).CORE(R̂) =\RED(R̂) (4)where RED(R̂) is the family of all redu
ts of R.Example III.1If we 
onsider a set of 8 obje
ts in our Universe,U = (x1; x2; x3; x4; x5; x6; x7; x8), using as a familyof equivalen
e relations over U:R̂ = (P, Q, S). WhereP are 
olours (green, blue, red, yellow); Q are sizes(small, large, medium); and S are shapes (square,round, triangular, re
tangular). In order to �nd theredu
ts and the 
ore of the knowledge. Our equiva-len
e 
lasses are:



U=P = ( (x1; x4; x5), (x2; x8), (x3),(x6; x7) )U=Q =( (x1; x3; x5), (x6), (x3; x4; x7; x8) )U=S = ( (x1; x5), (x6), (x2; x7; x8), (x3; x4) )Thus the relation IND(R) has the equivalen
e 
lasses:U=IND(R̂) = ( (x1; x5); (x2; x8); (x3); (x4); (x6); (x7))The relation P is indispensable in R, sin
e:U=IND(R̂ � P ) = ( (x1; x5); (x2; x7; x8); (x3); (x4); (x6) ) 6=U/IND(R̂).U=IND(R̂ � Q) = ( (x1; x5); (x2; x8); (x3); (x4); (x6); (x7) )= U/IND(R̂).The information obtained is equal, so the relationQ is dispensable in R.U=IND(R̂ � S) = ( (x1; x5); (x2; x8); (x3); (x4); (x6); (x7) )= U/IND(R̂).Hen
e the relation S is also dispensable in R.That means that the 
lassi�
ation de�ned by the setof three equivalen
e relations P;Q and S is the sameas the 
lassi�
ation de�ned by relation P and Q or Pand S.So the redu
ts and the 
ore are:RED(R̂) = ((P,Q), (P,S))CORE(R̂) = (P)B.3 How introdu
e the RS theory in our CBR system?We use the information of redu
ts and the 
ore toweigh the relevan
e of ea
h feature in the system. Afeature that does not appear in the redu
ts has aweight value of 0.0, whereas a feature that appearsin the 
ore has a weight value of 1.0. The rest offeatures have a weight value depending on the propor-tional appearan
e in the redu
ts. This is the weightfeature information used in BASTIAN.Figure 2 shows the meta-level pro
ess when theRough Sets theory are in
orporated into BASTIAN.Rough Sets are divided in three steps: the �rst onedis
retises the examples, it is ne
essary to �nd themost relevant information using the Rough Sets the-ory; the se
ond step sear
hes the redu
ts and the 
oreof knowledge using the Rough Sets theory; and �nally,the third step uses the 
ore and the redu
ts of knowl-edge to de
ide the feature relevan
e value.
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attributeFig. 2. High level pro
ess of Rough SetsThe RS theory has been introdu
ed as weightingmethod in two phases of the CBR system: the �rstis the start-up phase and the se
ond is in the retainphase. The start-up phase 
ompute the weights fromthe initial 
ase memory, these weights will be used bythe retrieval phase later. The retain phase 
omputesthe weights from the 
ase memory whether the new
ase is stored and the system works dynami
ally. Thispaper presents the results obtained when the systemworks stati
ally. The feature relevan
e is 
omputed inthe initial 
ase memory.

C. Sample CorrelationBASTIAN in
orporates the Sample Correlation de-veloped into CaB-CS system [8℄. It uses SampleCorrelation in order to 
ompute the weights wi thatweigh the relevan
e of the features i. In other words,the weights are performed by the Sample Correlationwhi
h exists between ea
h feature xi and the 
lass y(
orr(xi ; y)). The 
orr(xi ; y) is de�ned as:Corr(xi; y) := 1N � 1 NXj=1 �xij � xiSxi ��yj � ySy � (5)Where N is the number of 
ases; xij is the valueof the ith feature for the 
ase j; yj is the 
lass whi
hbelongs to the 
ase j; xi is the mean of the ith feature;y is the mean of the 
lasses; Sxi is the standard devia-tion of the feature xi; and Sy is the standard deviationof the 
lass y. IV. TestbedThe experimentation has based on 4 data sets fromthe UCI repository ( e
ho
ardiogram, iris, breast 
an-
er Wis
onsin, water-treatment), and one data setfrom our own repository (mammogram problem). Seetable I and table II whi
h show their 
hara
teristi
s.TABLE IData set used for these experimentsDomain Referen
eE
ho
ardiogram EIris IBreast 
an
er (Wis
onsin) BCWater-treatment WTMammogram problem MThe mammogram problem 
onsists of dete
tingbreast 
an
er using the information found in a mam-mography [12℄, [16℄, [13℄. A mi
ro
al
i�
ation (�Ca)usually appears, in the mammographies, as small,bright, arbitrarily shaped regions on the large varietyof breast texture ba
kground. Thus, their analysis and
hara
terisation are performed throughout the extra
-tion of features and visibility des
riptors by means ofseveral image pro
essing te
hniques [20℄. Ea
h exam-ple 
ontains the des
ription of several �Ca present inthe image. For ea
h of these mi
ro
al
i�
ations thereare 23 real valued features. In other words, the inputinformation used is a set of m � 23 real valued ma-trixes, where m is the number of �Ca present on theimage. The data set 
ontains 216 examples.The examples of ea
h data set have been groupedin two sets: the training set and the test set. We usethe �rst set to train the system, and the se
ond one totest. The training set and the test set are generatedusing di�erent proportions of the examples: 10% ofthe examples for the training set and the rest (90%)for the test set, 20% of the examples for the trainingset and the rest (80%) for the test set, ..., until 90%for the training set and 10% for the test set.We have test ea
h data set using di�erent 
on�gu-rations of BASTIAN system, (like di�erent similarity



TABLE IIChara
teristi
s of the data set used in the experimentsRef Sam- Fea- Cla- Missing In
on-ples tures sses Values sistentE 132 9 2 132 YesI 150 4 3 0 NoBC 699 9 2 9 YesWT 527 38 13 591 YesM 216 23 2 0 Yesfun
tions, di�erent retain poli
ies, et
.), a total num-ber of 2700 runs. V. ResultsWe present in this se
tion the main results obtainedfor ea
h data set tested. Table III presents the maxi-mum results obtained during the exe
ution of the 90%proportion of training set and 10% test set. The :W
olumn is the results obtained using BASTIAN with-out weighting the features, the RS-W 
olumn showsthe results for the BASTIAN system using the RoughSets theory as a weighting method, and the last one,Corr-W, shows the results for the Sample Correlation.TABLE IIIMaximum results obtained for ea
h data setRef :W RS-W Corr-WE 78.57 78.57 85.71I 100.0 100.0 100.0BC 98.71 100.0 98.71WT 77.35 79.20 79.20M 77.27 81.81 81.81The results presented obtain a good a

ura
y rate.We want to outline that the maximum a

ura
y per-
entage obtained, using the Rough Sets as a weightingmethod, appear more frequently than the results ob-tained without weighting the features.
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Fig. 3. Mean results in the e
ho
ardiogram problemFigure 3 shows the mean results obtained for thee
ho
ardiogram problem in all the training set propor-tions. Figure 3 denotes how important is the numberof 
ases into the 
ase memory, and we 
an also no-ti
e that the results depend on the number of missingvalues.

TABLE IVResults for the Iris problemProp Max Max Max Mean Mean MeanTrain :W RS-W Corr-W :W RS-W Corr-W40% 98.88 97.77 98.88 96.22 96.00 96.2260% 97.77 97.77 98.33 95.33 95.50 96.1670% 100.0 100.0 97.77 95.11 95.33 95.7780% 100.0 100.0 100.0 97.00 97.00 97.3390% 100.0 100.0 100.0 96.66 96.66 97.33Table IV shows the results obtained in di�erenttraining sets proportions for the Iris problem. Theresults presented are the maximum and the mean per-
entage values. As it 
an be seen there are few di�er-en
es between the Rough Sets hybrid system and theoriginal Case-Based Classi�er System. The results de-note also that it is very important the number of 
asesin
luded into the 
ase memory to a
hieve a good a

u-ra
y in the weighting method. That in
uen
e 
an beseen into the mean results for the Sample Correlation.It is important to remark that the predi
tion a

u-ra
y depends on the 
ase memory size. This fa
t 
anbe seen in all the problems analysed.
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maxcorrelationFig. 4. Maximum results in Breast Can
er Wis
onsinThe results obtained for the Breast Can
er Wis
on-sin problem 
an be found in �gure 4. The 
ase memoryin that data set is bigger than the previous ones. Thatbig 
ase memory in
uen
es into the behaviour of thesystem. Weighting methods get better performan
e inearly per
entage of training sets than others data sets.But the system also is sensitive to the in
reasing num-ber of samples when it arrives to the last per
entagesof training samples.Figures 5 and 6 show the results obtained for all thetraining sets proportions in the Water Treatment andMammogram problem respe
tively. As it 
an be seen,the weighting feature methods needs a huge amountof 
ases to develop a good weighting for the retrievalphase. However, the system a

ura
y rate in
reaseswhen there are enough information in the system todevelop a good weighting 
riterion. Also, the systemde
reases the standard deviation value if it uses theRough Sets theory as a weighting method.We 
an also noti
e that it is very important to sele
ta representative initial 
ase memory to a
hieve betterresults. Hen
e, most of the best results obtained have
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Fig. 6. Maximum results in Mammogram problembeen a
hieved using an initial training when the sys-tem load the initial 
ase memory. The training set hasbeen de
reased following this method. In this way, the
ases 
hosen were the more representatives to explainthe problem.Finally, it is important to denote that all the dis-
retisation has been done using the same 
riterion.This 
riterion must be 
hanged depending on the up-per and lower bounds of ea
h feature. This dis
retisa-tion in
uen
es the results.VI. Con
lusions and Further WorkThis paper has introdu
ed two di�erent approa
hesto weigh the feature relevan
e. The �rst one proposedis the introdu
tion of Rough Sets theory into a Case-Based Classi�er System. The se
ond one is the SampleCorrelation as a 
omparative system to evaluate theRough Sets approa
h.Both approa
hes has been tested using 4 data setsfrom the UCI repository and one from our own reposi-tory. We 
an 
on
lude that: (1) both approa
hes needa large number of samples to be able to get a

urateweighting values; (2) the Rough Sets approa
h helpthe system to balan
e its own results, there are notmany di�eren
es in terms of deviation between all theversions tested.Our further work in this area will be to a
hieve bet-ter performan
e using di�erent 
riteria as weightingmethods and analysing other methods reported at lit-erature as [11℄.
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