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Abstract

This paper contains a proof of the Nekhoroshev theorem for quasi-
integrable symplectic maps. In contrast to the classical methods, our
proof is based on the discrete averaging method and does not rely on
transformations to normal forms. At the centre of our arguments lies
the theorem on embedding of a near-the-identity symplectic map into
an autonomous Hamiltonian flow with exponentially small error.
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1 Introduction

If a quasi-integrable Hamiltonian system satisfies suitable non-degeneracy assump-
tions, the KAM theorem states that invariant tori occupy the major part of the
phase space and the Lebesgue measure of the complement to the set of the tori
converges to zero when a perturbation parameter vanishes [2, 6, 19, 24]. This
complement is dense in the phase space. Moreover, if the number of degrees of
freedom is three or larger, the complement is a connected set. Therefore, in con-
trast to the case of two degrees of freedom, the KAM theory does not prevent
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existence of trajectories which may travel large distances inside an energy level.
This phenomenon is known under the name of Arnold diffusion [1]. The maximal
speed of Arnold diffusion is bounded by Nekhoroshev estimates [21], which state
that action variables oscillate near their initial values for exponentially long times.

Hamiltonian perturbation theory studies both systems of Hamiltonian equations
and symplectic maps. A 2d-dimensional symplectic quasi-integrable map can be
seen as an isoenergetic Poincaré section of a Hamiltonian flow with d+ 1 degrees
of freedom [13], and a Nekhoroshev theorem for maps is usually derived from a
Nekhoroshev theorem for flows, for example, from the results of [15], although
direct proofs for maps are also available (see e.g. [11]).

In the literature one can find two different strategies for proving a Nekhoroshev
type estimate. The first strategy, originally proposed by Nekhoroshev [21, 22],
relies on a careful study of normal forms for resonances of all possible multiplicities.
An alternative strategy was proposed by Lochak [14] who showed that the analysis
can be restricted to resonances of the highest multiplicity only. In the convex case
both strategies lead to optimal stability coefficients [15, 23].

In this paper we provide a new proof of the Nekhoroshev theorem for quasi-
integrable symplectic analytic maps under the convexity assumption, without re-
ducing the problem to a Hamiltonian flow. A part of our proof follows the Lochak-
Neishtadt approach [15] but, in contrast to the traditional approach, our method
does not rely on transformations to normal forms. Instead we propose a direct
reconstruction of slow observables from iterates of the quasi-integrable map in
original coordinates with the help of a discrete averaging method. Our construc-
tion can be applied to an individual map and provides explicit values for constants
in the estimates. Therefore, our method can be used for numerical analysis of
Arnold diffusion and for developing new tools for visualisation of the dynamics
[10].

Our proof of the Nekhoroshev theorem includes a refined version of classical Neish-
tadt’s theorem [20] which may be of independent interest. Neishtadt proved that
if a member of a smooth near-the-identity family of analytic symplectic maps is
sufficiently close to the identity, then it can be approximated by an autonomous
Hamiltonian flow with an exponentially small error. Neishtadt’s proof relies on
representing the maps as time-one maps of time-periodic flows and classical av-
eraging. Alternatively the theorem can be proved using Moser’s analysis of the
formal interpolating flow [4, 18]. By contrast, our construction is applicable to
individual maps. We will show that the approximation error can be controlled by
the ratio of two natural parameters: one characterises the size of a complex neigh-
bourhood where the map is close to the identity and the second one is the distance
from the map to the identity in a suitably chosen norm. Our construction is based
on the discrete averaging and has an additional important advantage: the con-
struction is explicit in terms of iterates of the map and can be easily implemented
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numerically [10].

The paper is organized in the following way. Section 2 presents the statement of
the Nekhoroshev theorem and explains its derivation from the analysis of stability
near fully resonant tori. Section 3 contains a proof of some elementary bounds
and explains the strategy of our proof. Section 4 contains the necessary details of
the theory of interpolating vector fields. In Section 5 we prove our refined version
of Neishtadt’s theorem, the embedding theorem of a near-the-identity map into an
autonomous Hamiltonian flow up to an exponentially small error. The exponential
bounds for stability time are proved in Section 6. In this way Sections 4, 5 and 6
represent a self-contained proof of the Nekhoroshev theorem stated in Section 2.
Finally, in Section 7 we consider a small region around a resonance, that we called
a nucleus of resonance, and discuss some improved bounds for stability times in
these regions of the phase space. In particular we discuss how the stability times
scale when ε approaches zero. Our final comments and conclusions are given in
Section 8.

2 Nekhoroshev theorem for a near-integrable

map

The main object of this paper is a one-parameter family Fε : (I, φ) 7→ (Ī , φ̄) of
real-analytic exact symplectic maps of the form{

Ī = I + εa(I, φ),

φ̄ = φ+ ω(I) + εb(I, φ) (mod 1),
(1)

where the functions a, b are periodic in φ ∈ Td = Rd/Zd, I is a vector in Rd

and ε ≥ 0 is a perturbative parameter. At ε = 0 the map is integrable and
F0 : (I, φ) 7→ (Ī , φ̄) is simply given by{

Ī = I,

φ̄ = φ+ ω(I) (mod 1).
(2)

Obviously the variable I remains constant along trajectories of F0 and the equation
I = I0 defines an invariant torus with the frequency vector ω(I0). Trajectories
of Fε with very close initial conditions are capable of separating from each other
exponentially fast with stability times TL ∼ ε−1/2, a natural Lyapunov time for the
system. The Nekhoroshev estimates address substantially longer timescales. Given
an initial condition (I0, φ0) let (Ik, φk) = F k

ε (I0, φ0), k ∈ Z, be the corresponding
trajectory. A Nekhoroshev estimate states that, for |ε| ≤ ε0,

|Ik − I0| ≤ R(ε) for |k| ≤ Tε,

where the radius of confinement R(ε) = O(εβ) and the stability time Tε ∼
exp(c/εα), for suitable stability exponents 0 < α, β ≤ 1.
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It is well known that the long time behaviour of trajectories is sensitive to the
smoothness class of the map Fε [3, 7, 8, 17]. In this paper we assume that Fε is
real-analytic although some of our arguments are applicable to other smoothness
classes. Without loosing in generality we assume that Fε is real-analytic in BR×Td,
where BR ⊂ Rd is a ball of radius R > 0 centered at some point of Rd. We assume
that for all ε with 0 ≤ ε ≤ ε0, the lift of the map have an analytic continuation
onto the complex neighbourhood DF of BR × Rd given by

DF =
{
(I, φ) ∈ C2d : dist(I,BR) ≤ σ, | Im(φ)| ≤ r

}
(3)

for some σ, r > 0 independent of ε. We hide the dependence of a and b on ε to
simplify notations. Our proof is not sensitive to the nature of this dependence and
it is sufficient to assume that supremum norms of a and b are bounded uniformly
in ε.

It is also well known that the long time stability of action variables I depends on
the properties of the unperturbed frequency map ω [4, 12, 21, 22]. Since the map
is symplectic, ω is a gradient of a scalar function. We assume that ω = h′0 where
the function h0 is strongly convex on the intersection of DF with the real subspace,
i.e. there is ν > 0 such that for every real I in the domain of h0 one has

h′′0(I)(v, v) = (ω′(I)v) · v ≥ ν v · v (4)

for all v ∈ Rd. The convexity assumption means that ν is a lower bound for the
spectrum of the Hessian matrices h′′0(I) for real values of I. Note that a function
h0 is strongly convex on a convex set iff for any I, J

(h′0(I)− h′0(J)) · (I − J) ≥ ν (I − J) · (I − J) (5)

with the same convexity constant ν.

Under these assumptions we will prove the Nekhoroshev estimates with optimal
exponents α = β = 1

2(d+1) .

Theorem 2.1 (Nekhoroshev theorem). If a real-analytic exact symplectic map Fε

satisfies the assumptions stated above and h0 is strongly convex on a real neighbour-
hood of BR, then there are positive constants c1, c2, c3 such that for every initial
condition (I0, φ0) ∈ BR × Td one has

|Ik − I0| < c1ε
1/2(d+1) for 0 ≤ k ≤ Tε = c2 exp

(
c3ε

−1/2(d+1)
)
.

We derive the Nekhoroshev theorem from a statement which provides more detailed
information about the stability of actions.

Theorem 2.2 (long term stability of actions). Under the assumptions of the
Nekhoroshev theorem, there are constants γ0 > 0 and r0 ∈ (0, 1) with the fol-
lowing property. For every γ ≥ γ0 there are positive constants ε0, c2, c3 such that
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if 0 < ε ≤ ε0, n < ε−d/2(d+1), and I∗ ∈ BR corresponds to a fully resonant unper-
turbed torus with nω(I∗) ∈ Zd, then any trajectory with initial conditions satisfying
|I0 − I∗| < r0ρn and φ0 ∈ Td satisfies the inequality

|Ik − I∗| < ρn for 0 ≤ k ≤ Tε = c2 exp
(
c3ε

−1/2(d+1)
)
,

where ρn = γn−1ε1/2(d+1).

Note that we will provide explicit expressions for γ0 and r0.

In order to derive Theorem 2.1 from Theorem 2.2 we use the ideas of Lochak
covering to show that the balls |I0 − I∗| < r0ρn cover all initial conditions. Our
arguments use the Dirichlet Theorem on simultaneous approximations in a way
similar to the papers [14, 15, 16].

Theorem 2.3 (Dirichlet [9]). For any ω ∈ Rd and any N > 1 there are ω∗ ∈ Qd

and n ∈ N such that n < N , nω∗ ∈ Zd and |ω − ω∗| < 1
nN1/d .

If the frequency map ω : I 7→ h′0(I) is defined by a strongly convex function h0,
we can prove a similar result in the space of actions.

Lemma 2.4. Let a convex set Uδ ⊂ Rd be a δ-neighbourhood of a set U ⊂ Rd.
If h0 is strongly convex in Uδ with parameter ν, then there is N0 = N0(ν, δ) such
that for any N > N0 and any I0 ∈ U there is a point I∗ ∈ Uδ and n ∈ N such that
n < N , nω(I∗) ∈ Zd and

|I0 − I∗| <
√
d

νnN1/d
.

Proof. Using the strong convexity of the function h0 in the form (5) we get

|ω(I1)− ω(I2)|2 |I1 − I2|2 ≥ (ω(I1)− ω(I2)) · (I1 − I2) ≥ ν|I1 − I2|22

for all I1, I2 ∈ Uδ and consequently |ω(I1) − ω(I2)|2 ≥ ν|I1 − I2|2. For the sake
of convenience we use the Euclidean norm in this bound. It follows that I1 ̸= I2
implies ω(I1) ̸= ω(I2) and consequently the map ω : Uδ → ω(Uδ) is bijective.

Now let I0 ∈ U and N ∈ N. The Dirichlet theorem implies that there is ω∗ ∈ Qd

such that nω∗ ∈ Zd for some n < N and |ω(I0)− ω∗| < n−1N−1/d. We note that
if |I0 − I∗| < δ then

|ω(I0)− ω(I∗)| ≥
1√
d
|ω(I0)− ω(I∗)|2 ≥

ν√
d
|I0 − I∗|2 ≥

ν√
d
|I0 − I∗|.

Consequently, if n−1N−1/d < νd−1/2δ then ω∗ = ω(I∗) for some I∗ with |I0− I∗| <
δ. Let N

−1/d
0 = νd−1/2δ. Then for any N > N0 there is I∗ ∈ Uδ such that

nω(I∗) ∈ Zd for n < N and

|I0 − I∗| <
√
d

ν
|ω(I0)− ω∗| <

√
d

νnN1/d
.
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We conclude that if ε
d/2(d+1)
0 < 1/N0 and γ0r0 >

√
dν−1, then the balls B(I∗, r0ρn)

with n and I∗ such that n < ε−d/2(d+1) and nω(I∗) ∈ Zd cover BR. Consequently
every initial condition belongs to a neighbourhood of a resonant torus I = I∗
where the stability bounds of Theorem 2.2 are applicable and Theorem 2.1 follows
immediately. We note that there is no claim of uniqueness for I∗ and some initial
conditions may belong to several zones of stability.

3 A priori bounds and strategy of the proof

The nth iterate of the map Fε can be written explicitly in the form
In = I0 + ε

n−1∑
k=0

a(Ik, φk),

φn = φ0 +
n−1∑
k=0

ω(Ik) + ε

n−1∑
k=0

b(Ik, φk),

(6)

where (Ik, φk) = Fε(Ik−1, φk−1) denote points on the trajectory with initial con-
ditions (I0, φ0). We can slightly overload our notation by assuming that the angle
component in this formula is computed without taking the angle modulo one. We
hope that this will not create too much confusion as the functions a and b are
periodic in φ. The following simple lemma implies that trajectories of Fε follow
rather closely trajectories of the unperturbed integrable map F0 for times much
shorter than TL ∼ ε−1/2.

Lemma 3.1 (a priori bounds). Suppose that the map Fε has an analytic contin-
uation onto the complex domain DF and n ∈ N. If (Ik, φk) ∈ DF for 0 ≤ k < n,
then

|In − I0| ≤ C1nε, |φn − φ0 − nω(I0)| ≤ C2n
2ε. (7)

where C1 = ∥a∥ and C2 =
1
2∥ω

′∥∥a∥+ ∥b∥.

Proof. Since the iterates of the initial point belong to DF the triangle inequality
implies that |In − I0| ≤ nε∥a∥. Then

|φn − φ0 − nω(I0)| ≤
n−1∑
k=0

|ω(Ik)− ω(I0)|+ nε∥b∥

≤ ∥w′∥
n−1∑
k=0

|Ik − I0|+ nε∥b∥

≤ ∥w′∥
n−1∑
k=0

kε∥a∥+ nε∥b∥ ≤ n2ε

2
∥ω′∥ ∥a∥+ nε∥b∥

and the desired estimate follows immediately as n2 ≥ n.
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In a way similar to Lochak-Neishtadt’s proof of the Nekhoroshev theorem [15], we
analyse dynamics in carefully chosen neighbourhoods of unperturbed tori bearing
periodic motions. Let nω(I∗) ∈ Zd for some n ∈ N and I∗ ∈ Rd. The equation
I = I∗ defines a torus filled with periodic orbits of the integrable map F0. The
point I∗ corresponds to a resonance of the maximal multiplicity because the set{
r ∈ Zd : r · ω(I∗) = 0 (mod 1)

}
contains the d-dimensional sublattice nZd.

Since nω(I∗) ∈ Zd we can consider another lift of Fn
ε defined by the equation

fn
ε : (I0, φ0) 7→ (In, φn − nω(I∗)). (8)

Of course, the maps Fn
ε and fn

ε define the same trajectories when the angle vari-
ables are considered modulo one. In order to prove Theorem 2.2 we restrict our
attention to n < Nε with

Nε = ε−d/2(d+1), (9)

and study the dynamics of fn
ε on the domain

D0(I∗) = B(I∗, ρn)× Rd (10)

where the radius of the ball ρn = ρε/n with

ρε = γN−1/d
ε = γε1/2(d+1) (11)

and γ is a constant independent of n and ε.

For ε = 0 the map takes the form

fn
0 : (I, φ) 7→ (I, φ+ nω(I)− nω(I∗)).

Consequently the set defined by I = I∗ consists of fixed points. It is also easy to
see that fn

0 coincides with the time-one map of the integrable flow defined by the
Hamiltonian function

hn(I) = n
(
h0(I)− h0(I∗)− ω(I∗) · (I − I∗)

)
.

Using Lemma 3.1 we will check that in D(I∗), a suitable complex neighbourhood
of D0(I∗), the lift fn

ε is close to the identity.

In Section 5 we prove a refined version of Neishtadt’s theorem which establishes
explicit bounds for the error of approximation of a near-the-identity symplectic
map by an autonomous Hamiltonian flow. In Section 6.1 we will check that this
theorem can be used to show that fn

ε is exponentially close to the time-one map
of a Hamiltonian flow X̂m = J∇Hm where J is the standard symplectic matrix.
Here the subscript m refers to the fact that Hm is obtained from an interpolating
vector field based on m consecutive iterates of the map fn

ε . We will use m ∼ 1/ϵn
where ϵn is the distance from fn

ε to the identity map in D(I∗). Then in Section 6.2
we will show that

Hm(I, φ) = hn(I) + wn,m(I, φ),
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where the perturbative term wn,m is negligible for the purpose of the stability
analysis. The convexity of h0 and the Taylor formula imply that

1
2νn |I − I∗|2 ≤ hn(I) ≤ d

2∥h
′′∥n |I − I∗|2.

These inequalities imply that there is r0 ∈ (0, 1) such that if I ∈ B(I∗, r0ρn) then
the corresponding energy level set of Hm is located inside B(I∗, ρn). Consequently,
the trajectories of the Hamiltonian flow which start in the smaller ball will never
leave the larger one. Then we can easily conclude that a trajectory of the map
is trapped in such a neighbourhood for exponentially long times as one iterate
of fn

ε changes the energy by an exponentially small quantity. So we will need
exponentially many iterates to reach a change in the energy needed to leave the
domain. While the action coordinates remain in B(I∗, ρn) the oscillations of I will
not exceed the diameter 2ρn = 2γε1/2(d+1)/n. This completes the sketch of proof
of Theorem (2.2).

Remark 3.2. The choices of Nε and ρε originate from the following reason-
ing. The distance to the identity in the angle component of fn

ϵ is proportional
to nρn = ρε. Using Theorem 5.1 we will get interpolation error of the order of
O(exp(−c/ρε)). In order to achieve longer stability times we would like to reduce
ρε. Then we also get sharper estimates for changes in actions. On the other hand,
there are two factors which limit our ability to decrease ρε.

(1) In the Hamiltonian Hm the integrable part (represented by hn which depends
on I only) is to dominate wn,m ∼ nε. The integrable part is approximately
quadratic in actions, i.e. hn ∼ nρ2n. Therefore we need nρ2n ≫ nε for all
n < Nε or equivalently

ρε ≫ ε1/2Nε.

(2) The sizes of ρn are to be sufficiently large to ensure that the balls B(I∗, ρn)
cover all actions. It is sufficient to assume

ρε ≫ N−1/d
ε .

The sharpest bounds are achieved when these two restrictions are of the same order
in ε. In particular we can choose Nε = ε−d/2(d+1).

4 Interpolating vector fields

The interpolating vector fields were originally introduced in [10] and used to ap-
proximate dynamics of a near-the-identity map by the flow of a vector field Xm

obtained by taking a weighted average of several consecutive iterates of the map.
In this paper we use a similar construction based on the Newton interpolation
scheme which uses the forward orbit x0, . . . , xm for the construction of Xm(x0).
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We will show that this interpolation scheme is sufficiently accurate for our proof
of the Nekhoroshev theorem.

Let us describe the construction of an interpolating vector field Xm. Let U ⊂ Rs

be an open domain, f : U → Rs a real analytic function and m ∈ N. Suppose
that there is a subset U0 ⊂ U such that fk(U0) ⊂ U for 0 ≤ k ≤ m. Then the
iterates xk = fk(x0) are defined for all k ≤ m and x0 ∈ U0. There is a unique
polynomial Pm(t;x0) of degree m in t such that Pm(k;x0) = xk for 0 ≤ k ≤ m.
The interpolating vector field is defined by

Xm(x0) =
∂P (0;x0)

∂t
.

The polynomial Pm can be obtained with the help of the Newton finite-difference
interpolation scheme. Consider the following finite differences:

∆0(x) = x, ∆k(x) = ∆k−1(f(x))−∆k−1(x), k ≥ 1. (12)

Then the Newton interpolating polynomial with equally spaced data points and
step h = 1 takes the form

Pm(t;x0) = x0 +

m∑
k=1

∆k(x0)

k!
t(t− 1) . . . (t− k + 1).

Differentiating Pm(t;x0) with respect to t at t = 0, we get

Xm(x0) =
m∑
k=1

(−1)k−1

k
∆k(x0). (13)

Remark 4.1. We say that Xm is obtained by application of a discrete averaging
procedure to the map f as the sum in (13) is a weighted average of x0, . . . , xm.
Namely

Xm(x0) =

m∑
k=0

pmkf
k(x0) (14)

where the coefficients pmk do not depend on the map and can be found explicitly:
pm0 is the harmonic number and for k > 1

pmk = (−1)k+1m+ 1− k

k(m+ 1)

(
m+ 1

k

)
.

We skip the derivation of these coefficients.

This construction can be applied not only to a single map f but also to a family of
maps. In the case of a tangent to the identity family, we can use the interpolation
procedure to recover coefficients of a formal embedding into a formal vector field.
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Let us state our claim more formally. Let U ⊂ Rs be an open set. Suppose that
fµ : U → Rs is an analytic family tangent to the identity. In other words, the
maps are defined on U for |µ| ≤ µ0 and f0 is the identity map, f0(x) = x for all
x ∈ U . Since the set U is open, for every x0 ∈ U and every m ∈ N we can find
µm(x0) > 0 such that xk = fk

µ(x0) ∈ U for all |µ| ≤ µm(x0) and |k| ≤ m. Then the
interpolating vector field Xm is an analytic function of x and µ in a neighbourhood
of x = x0 and µ = 0. The following lemma shows that the Taylor expansion of the
right-hand side of (13) in powers of µ coincides with the formal vector field up to
the order m.

Lemma 4.2 (formal interpolation). There is a unique sequence of analytic func-
tions gk : U → Rs, k ∈ N, such that for every m ∈ N and every x ∈ U

fµ(x)− Φ1
Gm

(x) = O(µm+1)

where Φ1
Gm

is the time one-map of the vector field Gm =
∑m

k=1 µ
kgk. Moreover,

the interpolating vector field (13) of order m satisfies

Xm(x) = Gm(x) +O(µm+1).

Proof. Let x ∈ U . Then fµ(x) = x +
∑∞

k=1 µ
kfk(x). The radius of convergence

may depend on x.

For any sequence of coefficients gk, the time t map of the vector field Gm is an
analytic function of µ in a neighbourhood of x provided t is sufficiently small,

Φt
Gm

(x) =
∞∑
k=0

µkam,k(x, t).

The flow is a solution of the initial value problem

∂tΦ
t
Gm

(x) = Gm(Φt
Gm

(x)), Φ0
Gm

(x) = x.

The initial condition implies a0(x, 0) = x. Since the series Gm starts with k = 1 the
differential equation implies that ∂a0(x, t) = 0 for all t. Consequently, a0(x, t) = x
for all t.

The initial condition implies ak(x, 0) = 0 for k ≥ 1, and the differential equation
with t = 0 implies that ∂tak(x, 0) = gk(x) for 1 ≤ k ≤ m. Collecting the terms of
the first order in µ we get

∂ta1(x, t) = g1(x).

Consequently a1(x, t) = g1(x)t. Using induction in k and collecting Taylor coef-
ficients of order k in µ, it is not too difficult to prove that ak(x, t) are defined
uniquely and are polynomial in t of order k with coefficients depending on x.
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Moreover for k ≤ m we get ak(x, t) = tgk(x) + t2bk(x, t), where bk depends on
g1, . . . , gk−1 only. Therefore for k ≤ m we can set

gk(x) = fk(x)− bk(x, 1)

and get ak(x, 1) = fk(x).

It is easy to check that if we repeat the procedure with m replaced by m+ 1 the
values of ak with k ≤ m are not affected. Consequently, the series gk are defined
uniquely for all k.

The smooth dependence of a flow on its vector field implies that, for any x ∈ U ,

Φt
Gm

(x) =

m∑
j=0

µjaj(x, t) + µm+1rm(x, t, µ)

where rm is a bounded function in V = Br(x)× [0,m]× {|µ| ≤ µm(x)} and r > 0
depends on x andm. Consequently, for all 0 ≤ k ≤ m, Φk

Gm
and fk

µ have a common
m-jet in µ at the point x and

xk = fk
µ(x) = Φk

Gm
(x0) + µm+1qm,k(x0, µ)

where qm,k is a bounded function on V. Combining these two bounds we obtain

xk =
m∑
j=0

µjaj(x0, k) + µm+1 (qm,k(x0, µ) + rm(x0, k, µ)) .

The interpolation by a polynomial of degree m is exact on polynomials of degree
m. Consequently,

Pm(t) =
m∑
j=0

µjaj(x0, t) + µm+1Rm(x0, t)

where Rm(x0, t) is the polynomial of degree m in t which interpolates the points
qm,k(x0, µ)+rm(x0, k, µ) with the node t = k and 0 ≤ k ≤ m. Taking the derivative
at t = 0 we get

Xm(x) =
m∑
j=0

µj ȧj(x, 0) + µm+1Ṙm(x0, 0) = Gm(x) + µm+1Ṙm(x0, 0),

where, by (14), we get

Ṙm(x, 0) =
m∑
k=0

pmk (qm,k(x, µ) + rm(x, k, µ)) .

Hence Ṙm(x, 0) is bounded on V and Xm(x) = Gm(x) +O(µm+1).
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5 Embedding a symplectic near-the-identity

map into an autonomous Hamiltonian flow

Suppose that a symplectic map f is ϵ-close to the identity on a complex δ-
neighbourhood of D0 ⊂ C2d. The following theorem shows that if the ratio δ/ϵ
is sufficiently large then an interpolating vector field of optimal order m ∼ δ/ϵ
provides exponentially accurate approximation for the map f . In contrast to the
classical result of Neishtadt [20] our theorem provides explicit expressions for all
constants. Therefore our theorem can be applied not only to members of a near-
the-identity family (where we are able to decrease ϵ when necessary) but to an
individual map as well. This subtle difference will play the key role in our proof
of the Nekhoroshev theorem.

Let D0 ⊂ C2d and D be a δ-neighbourhood of D0. Suppose that a symplectic map
f : (p, q) 7→ (P,Q) admits a generating function of the form

G(P, q) = Pq + S(P, q), (15)

i.e., the map is defined implicitly by the equations

p = P +
∂S

∂q
(P, q), Q = q +

∂S

∂P
(P, q).

We assume that S has an analytic continuation onto D and we use

ϵ =
∥∥∇S

∥∥
D
= sup

(P,q)∈D
max

{
|P − p|, |Q− q|

}
to characterise the closeness of f to the identity. Our definition is slightly different
from the traditional one where the supremum is taken over the domain of the map
while we use the domain of its generation function. Our choice slightly simplifies
analysis of transitions between a symplectic map and its generating function.

In the following theorem we use the infinity norm for vectors and supremum norms
for functions. We use ⌊·⌋ to denote the integer part of a number.

Theorem 5.1. If m =

⌊
δ

6e ϵ
− d

⌋
≥ 1 and Xm is the interpolating vector field

(13) of order m, then ∥Xm∥D1 ≤ 2ϵ and

∥ΦXm − f∥D0 ≤ 3 ed+1ϵ exp (−δ/(6e ϵ)) ,

where D1 is the δ
2 -neighbourhood of D0. Moreover there is a Hamiltonian vector

field X̂m such that

∥X̂m −Xm∥D1 ≤ 4 ed+1ϵ exp (−δ/(6eϵ)) ,

and
∥ΦX̂m

− f∥D0 ≤ 5 ed+1ϵ exp (−δ/(6e ϵ)) .
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Moreover, ∥X̂m∥D1 ≤ 4ϵ and

∥X̂m − J∇S∥D1 ≤ cϵ2

δ
(16)

where c = 17(d+ 3)2 and J is the standard symplectic matrix. 1

Remark 5.2. We also prove the following statements about interpolating vector
fields. Under the assumption of the theorem for every m such that

1 ≤ m <
δ

6ϵ
− d

the following inequalities hold: ∥Xm∥D1 ≤ 2ϵ, ∥X̂m∥D1 ≤ 4ϵ,

∥ΦXm − f∥D0 ≤ 3Cm
mϵm+1,

∥ΦX̂m
− f∥D0 ≤ 5Cm

mϵm+1,

∥X̂m −Xm∥D1 ≤ 4Cm
mϵm+1,

where Cm = 6(m+d)
δ . These bounds show that Xm provides an embedding of the map

into a flow with O(ϵm+1) error. The exponential bound is obtained by choosing m to
minimize the error bound. The best approximation of the map by an interpolating
flow is achieved when m ≈ δ/6eϵ. This step is possible due to the explicit control
of the constants in the error bounds.

Proof. We consider the map f as a member of a family of symplectic maps fµ
defined implicitly by the generating function

Gµ(P, q) = Pq + µS(P, q)

where µ is a complex parameter. When µ = 1 the map fµ coincides with f . When
µ = 0 the map fµ is the identity. Therefore this family interpolates between f and
the identity map ξ : (p, q) 7→ (p, q). Obviously the function Gµ is analytic in the
same domain D as the function S.

First we are going to prove that if x0 ∈ D1, k ∈ N and

|µ| ≤ µk =
δ

2ϵ(k + d)
,

then xk = fk
µ(x0) ∈ D and

∣∣xk − xk−1

∣∣ ≤ |µ|ϵ. Indeed, let xk = (pk, qk), the
trajectory is defined by the system

pk−1 = pk + µ
∂S

∂q
(pk, qk−1),

qk = qk−1 + µ
∂S

∂P
(pk, qk−1).

(17)

1The constant in the estimate (16) is not optimal. It is obtained using the interpolation
of the first order and can be improved using a more accurate approximation for Hm.
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In order to find pk we need to solve the first equation. Then we substitute the
solution into the second one. The Implicit Function Theorem A.1 implies that the
system with k = 1 has a solution (p1, q1) ∈ D. We continue with the help of finite
induction in k. Suppose that k ∈ N and the first k − 1 iterates of x0 belong to D
provided |µ| ≤ µk−1. Then the system implies that

|xk−1 − x0| ≤
k−1∑
j=1

|xj − xj−1| ≤ (k − 1)|µ|ϵ.

Let rk−1 =
1
2δ−(k−1)|µ|ϵ. Since x0 ∈ D1, the set D contains the δ

2 -neighbourhood
of x0 and, consequently, the ball Brk−1

(xk−1) ⊂ D. Taking into account the
definition of µk we get that for |µ| ≤ µk

rk−1 =
1
2δ − (k − 1)|µ|ϵ = (k + d)µkϵ− (k − 1)|µ|ϵ ≥ (d+ 1)|µ|ϵ.

We see that the assumptions of the Implicit Function Theorem A.1 are satisfied
by the first line of the system and consequently it defines pk as a function of
(pk−1, qk−1). It is not too difficult to check that xk = (pk, qk) ∈ D.

Now we can study interpolating vector fields for the map fµ. First we are to find
upper bounds for the finite differences. We introduce the following notation: for
a function g let Tf (g) = g ◦ f and I(g) = g. We note that

(I− Tfµ)
kξ = (I− Tfµ)

k−1(ξ − fµ) =

k−1∑
j=0

(
k − 1

j

)
(−1)j(f j

µ − f j+1
µ )

(recall that ξ stands for the identity map) and consequently∥∥∥(I− Tfµ)
kξ
∥∥∥
D1

≤
k−1∑
j=0

(
k − 1

j

)∥∥f j
µ − f j+1

µ

∥∥
D1

≤ 2k−1|µ|ϵ. (18)

Next we recall that the operator Tfµ − I increases valuation in µ, consequently
valµ((I− Tfµ)

kξ) ≥ k. Applying the MMP2 for each x ∈ D1 fixed, we obtain∥∥∥(I− Tfµ)
kξ
∥∥∥
D1

≤ |µ|k

µk
k

sup
|µ|=µk

∥∥∥(I− Tfµ)
kξ
∥∥∥
D1

≤ |µ|k2k−1ϵ

µk−1
k

.

Now we let m ≥ 1 and consider the interpolating vector field (13) written in the
form

Xm,µ = −
m∑
k=1

1

k
(I− Tfµ)

kξ.

2The degree of the first non-zero monomial of the Taylor expansion in a variable ζ
defines a valuation, that will be denoted by valζ , of the ring of formal series C[[ζ]]. We will
use the following simple statement of complex analysis: if g is analytic in {ζ ∈ C, |ζ| ≤ ζ0},
ζ0 > 0, and valζ(g) ≥ k then it follows from the maximum modulus principle (MMP) that
|g(ζ)| ≤ (|ζ|/ζ0)k max|ζ|=ζ0 |g(ζ)|.
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If |µ| ≤ µm, it is analytic in D1 and admits the following upper bound

∥Xm,µ∥D1 ≤
m∑
k=1

1

k

∥∥∥(I− Tfµ)
kξ
∥∥∥
D1

≤ ϵ|µ|
m∑
k=1

1

k

(
2|µ|
µk

)k−1

.

Using that µk ≥ µm for k ≤ m, we get that

∥Xm,µ∥D1 ≤ ϵ|µ|
m∑
k=1

1

k

(
2

3

)k−1

< ϵ|µ| 3
2
log 3 < 2ϵ|µ| (19)

for |µ| ≤ µm/3. If µm ≥ 3, the domain of validity of the upper bound includes
µ = 1. Since Xm = Xm,1 we conclude that

∥Xm∥D1 < 2ϵ.

Now we consider ΦXm,µ , the time-one map of the vector field Xm,µ. Equation (19)
implies that

∥Xm,µ∥D1 <
2ϵµm

3
=

δ

3(m+ d)
≤ δ

6
.

Then the orbit of every point in D0 remains in D1 during one unit of time and

∥ΦXm,µ − ξ∥D0 ≤ ∥Xm,µ∥D1 .

Then

∥ΦXm,µ − fµ∥D0 ≤ ∥ΦXm,µ − ξ∥D0 + ∥ξ − fµ∥D0 ≤ ∥Xm,µ∥D1 + ϵ|µ| = 3ϵ|µ|.

Lemma 4.2 states that the Taylor expansion in µ of ΦXm,µ matches the Taylor
expansion of fµ up to the order m. Then MMP implies that

∥ΦXm,µ − fµ∥D0 ≤ ϵµm
3m+1|µ|m+1

µm+1
m

. (20)

Substituting µ = 1 we obtain

∥ΦXm − f∥D0 ≤ 3ϵ
3m

µm
m

= 3ϵ

(
6(m+ d)ϵ

δ

)m

. (21)

The right hand side depends on m and takes the smallest values somewhere near
m = ⌊Mϵ⌋ where

Mϵ =
δ

6eϵ
− d. (22)

We note that for m ≤ Mϵ we get that

µm =
δ

2ϵ(m+ d)
≥ δ

2ϵ(Mϵ + d)
= 3e > 6
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and consequently the inequality (21) holds for all these values of m. We notice
that for m = ⌊Mϵ⌋ we have

6(m+ d)ϵ

δ
≤ e−1

and consequently

∥ΦXm − f∥D0 ≤ 3ϵ e−m ≤ 3ϵ e1+d exp

(
− δ

6eϵ

)
.

The interpolating vector fields Xm,µ are rarely Hamiltonian. On the other hand,
the formal interpolating vector field is Hamiltonian. Although this property is
known, we give a simple proof in Appendix B. Then Lemma 4.2 implies that X̂µ,m,
the Taylor polynomial in µ of degree m for Xm,µ, is Hamiltonian. For example,
the interpolating vector field of the first order is given by

X1,µ(p, q) = fµ(p, q)− (p, q).

In general, there is no reason for this vector field to be Hamiltonian. On the other
hand, its Taylor polynomial of degree one,

X̂1,µ =
∂X1,µ

∂µ

∣∣∣∣
µ=0

µ =
∂fµ
∂µ

∣∣∣∣
µ=0

µ,

is Hamiltonian. In order to find the corresponding Hamiltonian function we recall
that the map fµ : (p, q) 7→ (p1, q1) is defined implicitly by the system (17) with
k = 1 (we assume (p0, q0) = (p, q) are independent of µ). Differentiating the
system with respect to µ at µ = 0 and using that p1 = q and q1 = q for µ = 0, we
get 

0 =
∂p1
∂µ

+
∂S

∂q
(p, q),

∂q1
∂µ

= 0 +
∂S

∂p
(p, q).

We conclude that

X̂1,µ(p, q) = µ

(
−∂S

∂q
(p, q),

∂S

∂p
(p, q)

)
. (23)

We see that the vector field X̂1,µ is Hamiltonian with the Hamiltonian function
H1,µ = µS.

In order to estimate X̂m,µ for m ≤ Mϵ, we notice that equation (19) implies that
∥Xm,µ∥D1 ≤ 2ϵµm/3 for |µ| ≤ µm/3. Then for k ≤ m

1

k!

∥∥∥∂k
µXm

∣∣
µ=0

∥∥∥
D1

≤ 2ϵ

(
3

µm

)k−1
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and ∥∥X̂m,µ

∥∥
D1

≤
m∑
k=1

1

k!

∥∥∥∂k
µXm,µ

∣∣
µ=0

∥∥∥
D1

|µ|k ≤ 2ϵ|µ|
m∑
k=1

(
3|µ|
µm

)k−1

.

For |µ| ≤ µm/6 we get

∥X̂m,µ∥D1 ≤ 2ϵ|µ|
∞∑
k=1

(
1

2

)k−1

≤ 4ϵ|µ|. (24)

Since µm > 6 we can substitute µ = 1 to obtain

∥X̂m∥D1 ≤ 4ϵ.

Then we repeat the previous arguments using X̂m,µ instead of Xm,µ and the upper
bound (24) instead of (19). The equation (24) implies that ∥X̂m,µ∥D1 ≤ 2ϵµm/3 =

δ
3(m+d) < δ

6 for all |µ| ≤ µm/6. Then repeating the previous arguments we get

∥ΦX̂m,µ
− fµ∥D0 ≤ 5ϵ|µ|. Then using the MMP we get

∥ΦX̂m,µ
− fµ∥D0 ≤ 5ϵµm

6

6m+1|µ|m+1

µm+1
m

.

Substituting µ = 1 we get

∥ΦX̂m
− f∥D0 ≤ 5ϵ

(
6(m+ d)ϵ

δ

)m

.

In particular, for m = ⌊Mϵ⌋

∥ΦX̂m
− f∥D0 ≤ 5 ed+1ϵ exp (−δ/(6e ϵ)) .

Since X̂m,µ is the Taylor polynomial of Xm,µ of order m we can use the standard
bound for the remainder (the radius of convergence is µm/3, the bound is for µ = 1,
µm > 6):∥∥∥X̂m −Xm

∥∥∥
D1

≤ (2ϵµm/3)(3/µm)m+1

1− 3/µm
≤ 4ϵ(3/µm)m = 4ϵ

(
6ϵ(m+ d)

δ

)m

.

Substituting m = ⌊Mϵ⌋ we get

∥X̂m −Xm∥D1 ≤ 4ϵ e1+d exp

(
− δ

6eϵ

)
. (25)

We see that the interpolating vector field Xm is exponentially close to a Hamilto-
nian one.

In order to complete the proof we have to show that the vector fields X̂m = X̂m,1

are close to S for all m ≤ Mϵ. Using the upper bounds for the derivatives we get

∥X̂m − X̂1∥D1 ≤
m∑
k=2

1

k!

∥∥∥∂k
µXm

∣∣
µ=0

∥∥∥
D1

≤ 2ϵ
m∑
k=2

(
3

µk

)k−1

.
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It is not too difficult to check that the sequence
(

3
µk

)k−1
is monotone decreasing

for k ≤ m ≤ Mϵ. Therefore

∥X̂m − X̂1∥D1 ≤ 6ϵ

µ2
+ 2ϵ

m∑
k=3

(
3

µk

)k−1

≤ 6ϵ

µ2
+

18ϵMϵ

µ2
3

.

Recalling the definitions of µk we get

∥X̂m − X̂1∥D1 ≤ 12ϵ2

δ
(d+ 2) +

12ϵ2

eδ
(d+ 3)2 ≤ 17ϵ2

δ
(d+ 3)2.

We get the desired estimate as X̂1 = J∇S.

6 Interpolating flow near a fully resonant torus

This section contains the proof of Theorem 2.2. We recall that I∗ ∈ BR corresponds
to a fully resonant torus, i.e., nω(I∗) ∈ Zd for some natural n < Nε. For the rest
of this section we assume that

γ20 =
18d∥a∥

ν
and r20 =

ν

6d∥h′′0∥
.

We also fix γ ≥ γ0. We will reduce ε0 when necessary.

6.1 Exponentially accurate interpolation

Theorem 2.2 establishes estimates for stability times for real initial conditions. On
the other hand, in order to use Theorem 5.1 we need a bound of the map fn

ε in a
complex neighbourhood of its real domain. As a first step we check that the map
satisfies the assumptions of Theorem 5.1 in

D(I∗) =
{
(I, φ) ∈ C2d : |I − I∗| < 2ρn, | Im(φ)| < r/2

}
, (26)

a complex neighbourhood of the domain D0(I∗) defined in (10). Let (I0, φ0) ∈
D(I∗). Applying Lemma 3.1 recursively to check that the previous iterates do not
leave the domain DF , we conclude that

|Ik − I∗| ≤ |I0 − I∗|+ C1kε ≤ 2ρn + C1kε < σ,

| Im(φk − φ0 − kω(I0))| ≤ C2k
2ε <

r

4
,

while k is not too large. Then

| Im(φk − φ0)| ≤
r

4
+ k| Im(ω(I0))| ≤

r

4
+ k∥ω′∥ | Im(I0)| ≤

r

4
+ C3kρn <

r

2
.
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Here we use the constant C3 = 2∥ω′∥ and assume that

C1kε <
σ

2
, C2k

2ε <
r

4
, C3kρn <

r

4
, 4ρn < σ. (27)

Recalling our choice of ρn = ρε/n, ρε = γε1/2(d+1) and n < Nε = ε−d/2(d+1), see
(11) and (9), it is easy to check that the inequalities (27) are satisfied for k ≤ n
provided ε < ε0 with a sufficiently small ε0 (independent of n). Then the first n
iterates (In, φn) = Fn

ε (I0, φ0) are well defined for initial conditions in D(I∗). Since
|ω(I0)− ω(I∗)| ≤ ∥ω′∥2ρn we get from Lemma 3.1 that

|In − I0| ≤ C1nε, |φn − φ0 − nω(I∗)| ≤ C2n
2ε+ C3nρn. (28)

To study the dynamics in D(I∗) we introduce translated and scaled actions J with
the help of the equality

I = I∗ + ρnJ. (29)

Let f̂n
ε denote the map (8) expressed in the new coordinates. It can be written in

the form f̂n
ϵ : (J, φ) 7→ (J̄ , φ̄),

J̄ = J + ρ−1
n ε

n−1∑
k=0

a(Ik, φk),

φ̄ = φ+

n−1∑
k=0

(ω(Ik)− ω(I∗)) + ε

n−1∑
k=0

b(Ik, φk),

(30)

and (Ik, φk) = F k
ε (I0, φ0) denote iterates of (I0, φ0) = (I∗ + ρnJ, φ) under the

original map (1). The map f̂n
ε is ϵn-close to the identity on D(I∗) where

ϵn = sup
|J |<2,| Im(φ)|<r/2

max{ |J̄ − J |, |φ̄− φ| }

= sup
(I0,φ0)∈D(I∗)

max{ ρ−1
n |In − I0|, |φn − φ0 − nω(I∗)| }.

Then, the estimates (28) show that

ϵn ≤ max
{
C1ρ

−1
n nε, C3nρn + C2n

2ε
}
= nρnmax

{
C1

ε

ρ2n
, C3 + C2

nε

ρn

}
. (31)

Since
ε

ρ2n
=

n2ε

ρ2ε
=

n2εd/(d+1)

γ2
<

N2
ε ε

d/(d+1)

γ2
=

1

γ2

and
nε

ρn
=

n2ε

ρϵ
<

ρε
γ2

=
ε1/2(d+1)

γ
,
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there is a positive constant C4 such that

ϵn ≤ C4nρn = γC4ε
1/2(d+1). (32)

The Implicit Function Theorem A.1 can be applied to the first component of (30)
to show that J is an analytic function of J̄ and φ on the set

D̂ =
{
(J, φ) ∈ Cd : |J | ≤ 2− (d+ 1)ϵn, | Im(φ)| < r/2

}
.

Then the expression for J can be substituted into the second component of (30) to
express (J, φ̄) as a function of (J̄ , φ). Since the map is symplectic, then according
to Appendix C there is a function Sn such that

J̄ − J = −∂Sn

∂φ
(J̄ , φ), φ̄− φ =

∂Sn

∂J̄
(J̄ , φ). (33)

The definition of ϵn implies
∥∇Sn∥D̂ ≤ ϵn.

Let

δ = 1
2 min{1, r} and c3 =

δ

C4γ6e
. (34)

If ϵn ≤ 1/2(d+ 1), then D̂ contains a complex δ-neighbourhood of the real set

D̂0 = B(0, 1)× Rd.

If ϵn ≤ δ/6e(d + 1), then the map f̂n
ε satisfies the assumptions of Theorem 5.1

which states that there is m = m(ϵn) ∼ ϵ−1
n such that the time-one map of the

Hamiltonian vector field X̂m approximates f̂n
ε with exponential accuracy:∥∥∥f̂n

ε − ΦX̂m

∥∥∥
B(0,1)×Rd

≤ 5ed+1ϵn exp
(
−c3 ε

−1/2(d+1)
)
. (35)

According to the theorem X̂m is close to the vector field with the Hamiltonian
function Sn. We will analyse the Hamiltonian function of X̂m in the next subsec-
tion.

Remark 6.1. In this section we use the linear scaling (29) of the original action
coordinate I by the factor ρn. This scaling is useful to enable a direct application of
Theorem 5.1. However, we can compute Xm using the iterates of fn

ε in the original
coordinates (I, φ) as the interpolation procedure commutes with linear changes of
variables.
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6.2 Long term stability of actions

In the previous section we have established that fn
ε , the lift of the map Fn

ε , is
exponentially close to the time-one map of the autonomous Hamiltonian vector
field X̂m in a small neighbourhood of the fully resonant torus. In this section we
will derive an approximation for the corresponding Hamiltonian function Hm and
use its properties to establish which trajectories of the map are trapped inside this
neighbourhood for exponentially long times.

According to (16), the interpolating Hamiltonian Hm is close to Sn, the generating
function of the map f̂n

ε : (J, φ) 7→ (J̄ , φ̄). As a first step we derive the leading
order approximation for Sn. Comparing (30) with (33) we conclude that Sn is a
solution of the system of equations

∂Sn

∂φ
(J̄ , φ) = −ρ−1

n ε

n−1∑
k=0

a(Ik, φk),

∂Sn

∂J̄
(J̄ , φ) = n(ω(In)− ω(I∗)) +

n−1∑
k=0

(ω(Ik)− ω(In)) + ε
n−1∑
k=0

b(Ik, φk).

Note that the right hand side is expressed in terms of (Ik, φk) = F k
ε (I∗ + ρnJ, φ).

Since the value of J can be expressed in terms of (J̄ , φ), (Ik, φk) can also be
expressed in terms of (J̄ , φ). In particular In = I∗ + ρnJ̄ . The symplecticity of f̂n

ε

implies existence of a solution. We write it in the form

Sn(J̄ , φ) = hn(J̄) + wn(J̄ , φ). (36)

The first term

hn(J̄) = nρ−1
n

(
h0(I∗ + ρnJ̄)− h0(I∗)− ρn ω(I∗) · J̄

)
represents the part independent of φ and comes from the explicit calculation per-
formed with the help of the equality ω(I) = h′0(I). The second term is expressed
as an integral

wn(J̄ , φ) =

∫ (J̄ ,φ)

(0,0)

d∑
l=1

(vl dJ̄l − ul dφl)

where the index l refers to components of the vectors, the integral does not depend
on the path connecting the end points and

u(J̄ , φ) = ρ−1
n ε

n−1∑
k=0

a(Ik, φk),

v(J̄ , φ) =

n−1∑
k=0

(ω(Ik)− ω(In)) + ε

n−1∑
k=0

b(Ik, φk).

(37)
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The equation (36) suggests that Sn has the form of an integrable part plus a per-
turbative term, denoted by hn and wn respectively. The integrable part is approx-
imately quadratic. Indeed, h′n(0) = 0 and the strong convexity and smoothness of
h0 imply that

ν nρn
2

|J̄ |2 ≤ hn(J̄) ≤
ν2nρn

2
|J̄ |2. (38)

where ν2 = d∥h′′0∥. In order to see that hn dominates wn outside a small neigh-
bourhood of the origin, we look for an explicit bound for wn paying attention to
the uniformity for all resonances. The triangle inequality and (37) imply that

|u| ≤ C1nερ
−1
n .

Then using arguments of Lemma 3.1 we get

|v| ≤
n−1∑
k=0

∥ω′∥ |In − Ik|+ εn∥b∥ ≤ εn2

2
∥ω′∥ ∥a∥+ εn∥b∥ ≤ C2n

2ε.

Taking into account the periodicity arguments it is sufficient to consider wn on the
set D̂0 = B(0, 1)× [−1, 1]d. Then

∥wn∥D̂0
≤ dC2n

2ε+ dC1nερ
−1
n . (39)

With our choice of ρn = ρεn
−1, ρε = γε1/2(d+1) and n < Nε = ε−d/2(d+1), see (11)

and (9), we get

∥wn∥D̂0

nρn
≤ dC2nερ

−1
n + dC1ερ

−2
n ≤ dC2ε

1/2(d+1)γ−1 + dC1γ
−2,

where we used the bounds presented after equation (31). With our choice of γ ≥ γ0,
the second term in the sum does not exceed ν/18. Decreasing ε0 (if necessary) we
get

∥wn∥D̂0

nρn
≤ ν

9
. (40)

In this way we have got upper bounds for both terms in (36).

According to Theorem 5.1 the interpolating vector field is Hamiltonian, X̂m =
J∇Hm, and the Hamiltonian Hm is close to the generating function Sn due to
the bound (16). The Hamiltonian Hm can be obtained by integrating the vector
field X̂m = J∇Hm. Since the map f̂n

ε is periodic in angles the vector field is also
periodic. Moreover, since the map is exact symplectic and in Theorem 5.1 X̂m

is obtained from a truncated expansion, Appendix C shows that the Hamiltonian
is periodic. Then we can restrict the integration to a fundamental domain in the
angle variables to get from (16) the inequality

∥Hm − Sn∥D̂0
≤ 2cdϵ2n

δ
≤ 2cdC2

4n
2ρ2n

δ
= C5n

2ρ2n .
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Decreasing ε0 (if necessary) we get C5nρn = C5ρε < ν
18 . Then the equation (36)

implies that

∥Hm − hn∥D̂0
≤ C5n

2ρ2n + ∥wn∥D̂0
<

ν

6
nρn .

With the help of the bounds (38) we get that

1
2ν|J |

2 − 1
6ν ≤ Hm(J, φ)

nρn
≤ 1

2ν2|J |
2 + 1

6ν . (41)

Suppose that at some point the Hamiltonian Hm(J, φ) < nρnEmax where Emax =
1
3ν. The first inequality of (41) implies that

ν

2
|J |2 < ν

3
+

ν

6
=

ν

2
.

Since the Hamiltonian flow preserves Hm, the whole trajectory of (J, φ) is inside
the domain |J | < 1.

Now let E0 = 1
4ν. Any point with |J | < r0 belongs to the set of initial conditions

which satisfy the inequality Hm(J, φ) < nρnE0. Indeed, our choice of r0 implies
that

Hm(J, φ)

nρn
<

ν2
2
r20 +

ν

6
=

ν

4
.

Unlike the Hamiltonian flow, the map does not preserve the energy. Fortunately
the change in the energy after a single iterate is exponentially small:

Mε =
∥∥∥Hm ◦ f̂n

ε −Hm

∥∥∥
D̂0

=
∥∥∥Hm ◦ f̂n

ε −Hm ◦ ΦX̂m

∥∥∥
D̂0

≤ ∥H ′
m∥D̂1

∥∥∥f̂n
ε − ΦX̂m

∥∥∥
D̂0

= ∥X̂m∥D̂1

∥∥∥f̂n
ε − ΦX̂m

∥∥∥
D̂0

≤ 20ϵ2ne
d+1 exp

(
−c3ε

−1/2(d+1)
)

where we use (35) and the bound ∥X̂m∥D̂1
≤ 4ϵn of Theorem 5.1. Here D̂1 is the

δ
2 -neighbourhood of D̂0. If we take an initial condition with |J | < r0 then the
initial energy is below nρnE0. We can be sure that the point remains inside the
domain |J | < 1 while the energy does not exceed nρnEmax. In this case we can
use the telescopic sum to see that

Hm ◦ f̂kn
ε (J, φ)−Hm(J, φ) =

k∑
j=1

(Hm ◦ f̂ jn
ε (J, φ)−Hm ◦ f̂ (j−1)n

ε (J, φ))

≤ kMε.

Then Hm ◦ f̂kn
ε (J, φ) < nρnEmax for all k ≤ nρn(Emax − E0)/Mε. Consequently,

the minimal number of iterates of Fε needed to start with an energy below nρnE0

and finish above nρnEmax is larger than

Tε =
n2ρnν

12Mε
≥ n2ρnν

240ϵ2ne
d+1

exp
(
c3 ε

−1/2(d+1)
)
≥ c2 exp

(
c3 ε

−1/2(d+1)
)
.
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We have proved that a trajectory with an initial condition (I0, φ0) such that |I0 −
I∗| < r0ρn has the property |Ikn − I∗| < ρn for 0 ≤ kn ≤ Tε. We complete the
proof of Theorem 2.2 by noting that between multiples of n the changes in action
variables are controlled by Lemma 3.1 and do not exceed C1nε. Consequently
|Ik − I∗| < ρn for all k < Tε. This argument completes the proof of Theorem 2.2.

7 Nucleus of a resonance

Our proof of the exponential estimates for the stability times of the action variables
uses a covering of the phase space by ρn-neighbourhoods of unperturbed fully
resonant tori. Each of these tori is characterised by its frequency ω∗ such that
nω∗ ∈ Zd for some n < Nε = ε−d/2(d+1). Therefore a fully resonant torus of
period n is included into the analysis when ε becomes smaller than n−2(d+1)/d

and eventually every fully resonant torus is used. In this section we show that
every fully resonant torus has a small neighbourhood, which we call a nucleus of
the resonance, where the stability times are much longer than in the Nekhoroshev
theorem. Moreover the difference in stability times grows as ε decreases due to
the presence of the factor ε−1/2 instead of ε−1/2(d+1) in the exponent.

For the purpose of this analysis it is convenient to rewrite the map Fε : (I, φ) 7→
(Ī , φ̄) with the help of a generating function

S(Ī , φ) = Ī · φ+ h0(Ī) + εs(Ī , φ)

where the function s depends periodically on the angles φ. Then the map is defined
implicitly by the system

Ī = I − ε
∂s

∂φ
(Ī , φ),

φ̄ = φ+ ω(Ī) + ε
∂s

∂Ī
(Ī , φ) (mod 1),

(42)

where ω(Ī) = h′0(Ī). When ε = 0, these equations can be easily solved explicitly.
On the other hand, the geometric arguments of Appendix C and Implicit Function
Theorem A.1 can be used to show that every quasi-integrable map Fε can be
represented in this form. The n-th iterate of the map takes the form

In = I0 − ε
n−1∑
k=0

∂2s(Ik+1, φk),

φn = φ0 +

n∑
k=1

h′0(Ik) + ε

n−1∑
k=0

∂1s(Ik+1, φk).

(43)

The subsequent analysis is motivated by the application of the standard scaling
near the resonant torus I = I∗ with the scaled action J defined by the equation
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I = I∗ +
√
εJ . In the scaled variables, the map

(φ, J) 7→ (φ̄, J̄) = (φn − nω∗, (In − I∗)/
√
ε)

takes the form 
J̄ = J − ε1/2

n−1∑
k=0

∂2s(Ik+1, φk),

φ̄ = φ+

n∑
k=1

(h′0(Ik)− ω∗) + ε

n−1∑
k=0

∂1s(Ik+1, φk),

(44)

where (Ik, φk) denote the trajectory of the point (φ0, I0) = (φ, I∗ +
√
εJ) under

the original map. It is not too difficult to see that on a bounded domain the scaled
map is O(n

√
ε)-close to the identity. The interpolating vector field of order one is

explicitly represented by the formula above as X1 = (J̄ − J, φ̄ − φ). Expanding
X1 into Taylor series in powers of

√
ε we see that the leading term is of the order

of
√
ε and, in agreement with the general theory of Lemma 4.2, it is Hamiltonian

with the Hamiltonian function

Ĥ1(J, φ) =
√
εn

(
K(J) + V∗(φ)

)
where

K(J) =
1

2
(h′′0(I∗)J) · J and V∗(φ) =

1

n

n−1∑
k=0

s(I∗, φ+ kω∗). (45)

The function K(J) comes from the quadratic part of the Taylor expansion of h0
around I = I∗ while the linear part of the expansion vanishes due to the equality
h′0(I∗) = ω∗. We see that the potential V∗ coincides with the average of the
generating function s over the unperturbed periodic orbit on the resonant torus.
The strong convexity of h0 provides a lower bound for K so we have that

ν

2
|J |2 ≤ K(J) ≤ ν2

2
|J |2 = d

2
∥h′′0∥ |J |2.

The function E(J, φ) = 1
n
√
ε
Ĥ1(J, φ) defines a slow variable in a neighbourhood of

the resonance, it is constant along orbits of the flow of Ĥ1 and it changes slowly
under iterates of the map (44). If E0 > maxV∗, then the set E ≤ E0 contains a
ball |J | ≤ r̂0 provided 1

2ν2r̂
2
0 ≤ E0 − maxV∗. Let E1 > E0. The set E ≤ E1 is

contained in the ball |J | ≤ r1 provided 1
2νr

2
1 ≥ E1 −minV∗. Consequently, if the

initial point satisfies |J0| ≤ r̂0 then its energy E(J0, φ0) ≤ E0 and if some iterate
satisfies |Jk| > r1 then its energy E(Jk, φk) ≥ E1.

Since |V∗| ≤ ∥s∥ we can choose E0 = 2∥s∥, E1 = 4∥s∥, r̂20 = 2ν−1
2 ∥s∥ and r21 =

10ν−1∥s∥. Then we can conclude that a trajectory with initial condition satisfying
|J0| ≤ r0 remains in the ball |J | ≤ r1 while the changes in E do not exceed 2∥s∥.
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In order to achieve exponential estimates for the stability times we need to con-
sider the optimal approximation for the map by an autonomous Hamiltonian flow
instead of the leading order approximation discussed above. For this purpose we
can use Theorem 5.1 to get an embedding into a Hamiltonian flow with exponen-
tially small error. We can repeat the arguments of Section 6.1 replacing in the
definition of the domain D(I∗) the radius ρn by ρ̂n = R∗

√
ε. We choose a constant

R∗ > r1 and γ > R∗. Then ρ̂n ≤ ρn and consequently we already know that the
scaled map is analytic and the a-priori bounds (28) remain valid. Using Cauchy
estimates for the derivatives of the function s we get from (44)

|J̄ − J | ≤ 2∥s∥n
√
ε

r
and |φ̄− φ| ≤ 2∥h′′0∥R∗n

√
ε+

2∥s∥nε
σ

.

Taking R2
∗ = 11ν−1∥s∥ and using that ε ≤ 1 we get

|J̄ − J | ≤ C0n
√
ε and |φ̄− φ| ≤ C0n

√
ε

where C0 can be easily expressed in terms of ∥s∥, r, σ, ν and ∥h′′0∥.

Then using arguments similar to the previous section we arrive to the following
theorem.

Theorem 7.1. Under the assumptions of Theorem 2.2, there are constants c4, c5
independent of the resonance such that if |I0 − I∗|2 ≤ 2ν−1

2 ∥s∥ε then

|Ik − I∗|2 ≤ 11ν−1∥s∥ε for 0 ≤ k ≤ T̂ε = c4 exp(c5/
√
n2ε).

It should be noted that the proof of this theorem is a refinement of the proof of
Theorem 2.2. Both theorems cover the same set of fully resonant tori and for each
one Theorem 7.1 provides a nucleus, a smaller stability zone with longer stability
times. For a fixed n the difference becomes more prominent as ε decreases. The
estimate suggests that Arnold diffusion slows down substantially in a neighbour-
hood of resonances of maximal multiplicity provided the period n is not too high
for a given ε.

In Theorem 7.1 the constant c5 is chosen to be the same for all resonances. It
should be noted that for some resonances the bounds for the stability times can
be substantially improved (note that doubling c5 is equivalent to squaring a very
large number T̂ε). Indeed, at the centre of our proofs are the upper bounds for
the sums in the right-hand side of the equation (44) which are used to control the
distance of the map from the identity. These sums can be interpreted as average
values of functions taken over a finite segment of a trajectory of the map and
we used elementary but not always optimal bounds. For example, we used that
|V∗| ≤ ∥s∥, which does not take into account that the average value of a periodic
function can be much smaller. A sharper bound can be obtained if we take into
account properties of the frequency vector ω∗. We notice that the function V∗
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inherits periodicity in φ from the function s and in addition nω∗ ∈ Zd implies that
for all φ

V∗(φ+ ω∗) = V∗(φ).

It follows easily that all non-resonant Fourier coefficients of V∗ must vanish, i.e., if
j · ω∗ /∈ Z for some j ∈ Zd then the Fourier expansion of V∗ does not have a term
proportional to exp(2πi j · φ). In terms of Fourier expansions we can write

V∗(φ) =
∑

j·ω∗∈Z
sj(I∗)e

2πi j·φ.

Since s is an analytic function of φ, its Fourier coefficients sj(I∗) decay exponen-
tially fast when |j|1 grows. Therefore the amplitude of V∗ can be substantially
smaller than ∥s∥.

This observation suggests that in the absence of low order resonances the stability
times should be much larger than the general lower bound T̂ε. This situation
can arise either due to the properties of the frequency vector ω∗ or due to the
absence of the resonant terms in the Fourier expansion of the generating function.
In particular, we expect that in the latter case the lower bound for the stability
time scales as exp(cε−α/n) with α > 1

2 (a phenomenon similar to [25]). On the
other hand, in the case when a full spectrum condition is satisfied the lower bound
for the stability time scales as exp(c5ε

−1/2/n) with a constant c5 ∼ eπrj0 , i.e. the
constant becomes very large for larger values of j0, the order of the lowest order
resonance of ω∗.

8 Final comments and conclusions

Our proof of the Nekhoroshev estimates is based on discrete averaging. The
weighted averages of iterates of the near-integrable map are explicitly computed
to produce the interpolating vector field Xm. This vector field is not necessarily
Hamiltonian but Theorem 5.1 states the existence of a Hamiltonian vector field
X̂m = J∇Hm very close to Xm. In a neighbourhood of a fully resonant torus
the time-one maps of Xm and X̂m are both exponentially close to fn

ε for n < Nε

and, consequently, the map preserves Hm up to an exponentially small error. The
convexity arguments are used to show that level lines of Hm present obstacles for
the drift of action variables.

The analytical tools developed in this paper rely on explicit constructions and pro-
vide a useful tool for analytical and numerical exploration of long term dynamics.

Computing a slow variable from iterates of the map in original vari-
ables. The value of Hm is a natural slowly moving observable which provides
a useful instrument for studying long time stability and Arnold diffusion. Our
method provides an explicit expression for this slow variable in terms of weighted

27



averages of the iterates of the map, hence avoiding transformations of coordinates
traditionally used to reduce the system to a normal form. In particular, we may
construct the interpolating vector field Xm using the iterates of fn

ε in the original
coordinates (I, φ), see Remark (6.1).

Formal embedding of a near-the-identity map into an autonomous flow.
Our method provides a new algorithm for constructing the formal embedding of
a near-the-identity map into an autonomous flow. For example, let fµ : (p, q) 7→
(p1, q1) be defined with the help of a generating function

Gµ(p1, q) = p1q + µS(p1, q).

We can get an explicit expression for X̂m,µ for any m by differentiating m times
with respect to µ the system

pk = pk−1 − µ
∂S

∂q
(pk, qk−1),

qk = qk−1 + µ
∂S

∂p
(pk, qk−1)

for k = 1, . . . ,m, and evaluating at µ = 0. The derivatives depend in a polynomial
way on partial derivatives of S and can be computed explicitly. Then the Hamil-
tonian Hm can be restored from the vector field. For example, the second order
interpolating Hamiltonian for fµ is

H2,µ = µS − µ2 1

2

∂S

∂p
· ∂S
∂q

where all functions are evaluated at a point (p, q). This argument can also be
applied to an individual map with a generating function G(p1, q) = p1q+S(p1, q).
This map is approximated by the time one map of the flow defined by

H2 = S − 1

2

∂S

∂p
· ∂S
∂q

with the error cubic in ϵ = ∥∇S∥ and explicitly computable constants according
to Remark 5.2.

Numerical evaluation of Hm. In numerical computations it is usually not
convenient to rely on algebraic manipulations and instead one can evaluate Hm(x)
from integrals of Xm along continuous paths connecting a base point p and the
point x, see [10]. Note that this procedure typically produces a Hamiltonian which
is not periodic in the angle variables even when Xm is periodic. The periodicity
of the Hamiltonian can be restored by adding a small correction.

The choice of the interpolation scheme. In this paper we have used the
Newton interpolation scheme to obtain Xm. This scheme uses the forward orbit
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x0, . . . , xm for the construction of Xm and simplifies some analytical expressions
involved in the proof. But any other interpolation scheme will lead to similar
results.

From the numerical point of view, higher accuracy of interpolation is expected
when interpolation nodes are located symmetrically around x0. This can be useful
for numerical studies of concrete examples when relatively large values of ε are
to be used in order to observe Arnold diffusion on a time scale accessible to the
computer.

For example we can use the Gauss forward formula

Pm(t;x0) = x0 +∆1(x0)t+
∆2(x−1)

2!
t(t− 1) +

∆3(x−1)

3!
(t+ 1)t(t− 1) + . . .

If m = 2j is even, then the interpolation is based on a symmetrical piece of the
orbit, x−j , . . . , x0, . . . , xj . Differentiating with respect to t at t = 0 we obtain the
interpolating vector field

Xm(x0) =

j∑
k=1

(−1)k−1

(
(k − 1)!2∆2k−1(x−k+1)

(2k − 1)!
− (k − 1)!k!∆2k(x−k)

(2k)!

)
(46)

instead of (13). This interpolating vector field can be used in Theorem 5.1 pro-
vided two steps in the proof are modified. First, the constant in the bound (19)
depends on the coefficients of Pm. Using (46) and the bound (18) for the finite
differences it is easy to check that for the Gaussian symmetric scheme the same
upper bound holds. Second, given a number m of iterates of the original map,
the Gauss symmetric scheme allows us to double the value of µm in the proof of
Theorem 5.1. This leads to better accuracy of the embedding of the map into a
flow with the error being of the order ∼ exp(−δ/3eε), i.e. we get the error term
approximately squared.

Nucleus of resonances. The fact that the methodology to obtain the estimates
on the long term dynamics of the map does not depend on changes of coordinates
leads to a description of the leading order dynamics near the nucleus of the res-
onances, that is, in a ball of radius O(

√
ε) near a resonant torus I = I∗. The

corresponding energy preservation leads to much larger stability times for initial
conditions in the nucleus of the resonances. The construction is explicit. In partic-
ular, the potential part of the Hamiltonian is given by the average of the generating
function s(I, φ) of fε along the unperturbed periodic orbit corresponding to the
resonant torus I = I∗.

Finally we note that we have used the convexity assumption for the generating
function of the unperturbed map. At the present time it is not clear up to which
extent the convexity assumption can be relaxed in our proof. Nevertheless we
expect that our method can be useful for studying systems without the convexity
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assumption. In this case our method produces a very slow variable near a resonance
but the corresponding level lines are not necessarily an obstacle for the movements
of actions. Nevertheless, the slow variables may provide useful information on
possible directions of Arnold diffusion. We also hope that our method can be
applied to study dynamics of near integrable systems without references to action-
angle variables for the integrable part, opening potential applications to study
dynamics of maps in neighbourhoods of totally elliptic fixed points.

A Implicit function theorem

In the proof we switch between a symplectic map and the corresponding generating
function. This transition relies on the following version of the implicit function
theorem.

Theorem A.1 (Implicit Function Theorem). Let A,B ⊂ Cd be open sets, f :
A×B → Cd an analytic function, x0 ∈ A and y0 ∈ B. If there is R > 0 such that
BR(y0) ⊂ B and

M = sup
y∈BR(y0)

|f(x0, y)| <
R

d+ 1

then the equation
y = y0 + f(x0, y)

has a unique solution y ∈ BR(y0). Moreover, this solution depends analytically
on x0, y0.

Proof. We use the contracting mapping theorem (the ∞-norm is used for vectors
in Cd). The closed ball BM (y0) is invariant under the map

g : y 7→ y0 + f(x0, y).

In order to check that g is contracting we take u, v ∈ BM (y0), then

|gj(u)− gj(v)| = |fj(x0, u)− fj(x0, v)|

=

∣∣∣∣∣
∫ 1

0

d∑
k=1

∂ykfj(x0, us+ (1− s)v)(uk − vk)ds

∣∣∣∣∣
≤

∫ 1

0

d∑
k=1

|∂ykfj(x0, us+ (1− s)v)| |uk − vk|ds

≤
d∑

k=1

∥fj∥BR

R−M
|uk − vk| =

Md

R−M
|u− v|

where we used the Cauchy bound for the derivatives. The inequality M < R
d+1

implies Md
R−M < 1. Therefore the map g is contracting and it has a unique fixed

point which depends analytically on the parameters.
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B Formal interpolation of a symplectic fam-

ily

Let B denote a ball (or a simply connected domain) in Rd and let Fµ be an analytic
family of exact symplectic maps defined in B × Td with F0 = Id. The following
theorem represents a generally known statement (see e.g. [5]). Here we provide a
more direct proof of the statement in the form needed for the proof of our main
theorem.

Theorem B.1. If Xµ is the formal vector field on B × Td such that its formal
time one map coincides with the Taylor expansion of Fµ, then there is a formal
Hamiltonian Hµ with coefficients defined on B × Td such that Xµ = J∇Hµ.

Proof. We have already proved existence of the formal vector field

Xµ =
∑
k≥1

µkX(k)(p, q)

where the coefficients are smooth functions independent of µ and periodic in q.
We want to show that if Fµ is symplectic for every µ then the formal vector
field is Hamiltonian, i.e. for every k, X(k) = (−∂qh

(k), ∂ph
(k)) for some function

h(k) : B × Rd → R. If in addition Fµ are exact symplectic, then h(k) are periodic
in q. The proof is based on analysis of loop actions.

Let γ : [0, t] → R2d be a smooth curve inside the domain of the map such that
γ(1)− γ(0) ∈ {0} × Zd, i.e. γ is a lift of a loop from Rd × Td. Let

IF (γ) =
∫
F (γ)

p dq −
∫
γ
p dq.

If F is symplectic, Stokes’ theorem implies that IF (γ) depends only on the homo-
topy class of γ and IF (γ) = 0 for any contractile loop γ. If F is exact symplectic
map then IF (γ) = 0 for any lift γ of a loop from Rd ×Td. For a flow defined by a
vector field X = (Xp, Xq) we write γt(s) = (p(t, s), q(t, s)) := Φt

Xγ(s). Then

d

dt
IΦt

X
(γ) =

d

dt

∫
Φt

X(γ)
p dq =

d

dt

∫ 1

0
p(t, s)

∂q

∂s
(t, s)ds

=

∫ 1

0

(
∂p

∂t
(t, s)

∂q

∂s
(t, s) + p(t, s)

∂2q

∂s∂t
(t, s)

)
ds

=

∫ 1

0

(
∂p

∂t
(t, s)

∂q

∂s
(t, s)− ∂p

∂s
(t, s)

∂q

∂t
(t, s)

)
ds

=

∫ Φt
Xγ(1)

Φt
Xγ(0)

(Xpdq −Xqdp) .
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The right hand sides vanishes for every γ with γ(0) = γ(1) iff X is Hamiltonian,
i.e Xp = −∂qH and Xq = ∂pH for some function H : B × Rd → R. In this case
the integral can be evaluated explicitly for any lift γ,

d

dt
IΦt

X
(γ) = H(Φt

X(γ(0)))−H(Φt
X(γ(1))) = H(γ(0))−H(γ(1)).

Since IΦ0
X
(γ) = 0 we get

IΦ1
X
(γ) = H(γ(0))−H(γ(1)).

Recall that the coefficients of the formal vector field are defined form the following
requirement: for every m ∈ N, a partial sum of the formal series

Xm,µ(p, q) =

m∑
k=1

µkX(k)(p, q)

defines the flow Φ1
Xm,µ

= Fµ+O(µm+1). If Fµ are symplectic, then IFµ(γ) = 0 for
all contractible loops γ and, consequently, for k ≤ m∮

γ

(
X(k)

p dq −X(k)
q dp

)
= 0.

Therefore Xµ is Hamiltonian.

If Fµ are exact symplectic, then IΦ1
Xm,µ

= IFµ(γ) + O(µm+1) = O(µm+1) for all

lifts γ. Since the Hamiltonian of Xm,µ is polynomial of degree m in µ we conclude
that all coefficients h(k) are periodic in q.

C Generating functions of exact symplectic

maps

In this paper we need to find a generating function for a near-the-identity exact
symplectic map defined on a subset of Rd × Td.

We recall that a map is called symplectic if it preserves the standard symplectic
form

ω =

d∑
l=1

dpl ∧ dql.

The map is exact if it preserves the loop action

A(γ) =

∮
γ

d∑
l=1

pl dql
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for all loops inside its domain. A symplectic map automatically preserves loop
actions for contractible loops.

Suppose that f : (p, q) 7→ (p̄, q̄) is a lift of a symplectic map. We assume that the
map is analytic in a neighbourhood of Bρ ×Rd. Suppose that we can rewrite f in
the cross form

p = p̄+ u(p̄, q),

q̄ = q + v(p̄, q),
(47)

where the functions u = (u1, . . . , ud) and v = (v1, . . . , vd) are periodic in q. Since
the map is symplectic we get that

∑d
l=1 dp̄l ∧ dq̄l =

∑d
l=1 dpl ∧ dql and we get

d∑
l=1

d(uldql + vldp̄l) =
d∑

l=1

(dul ∧ dql + dvl ∧ dp̄l)

=

d∑
l=1

((dpl − dp̄l) ∧ dql + (dq̄l − dql) ∧ dp̄l)

=

d∑
l=1

dpl ∧ dql −
d∑

l=1

d̄p̄l ∧ dql = 0.

Then we choose a base point (p̄0, q0) and define

s(p̄, q) =

∫ (p̄,q)

(p̄0,q0)

d∑
l=1

(uldql + vldp̄l). (48)

The previous argument implies that for a symplectic f the value of the integral
is independent of the path connecting the end points as the domain is simply
connected. Differentiating the integral we see that

ul =
∂s

∂ql
, vl =

∂s

∂p̄l
.

Consequently the map f can be defined with the help of the generating function
p̄ · q + s(p̄, q). Let el denote a vector of the canonical basis in Rd. Then

s(p̄, q + el)− s(p̄, q) =

∫ (p̄0,q0+el)

(p̄0,q0)

d∑
l=1

(uldql + vldp̄l).

Now suppose that f is homotopic to the identity and consider a smooth curve
γl = (p(t), q(t)) such that q(1) = q(0) + el. Let γ̄l = (p̄(t), q̄(t)) be the image of
this curve. Since the map is homotopic to the identity we have q̄(1) = q̄(0) + el.
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We compute the difference of the loop actions:

A(γ̄l)−A(γl) =

∫ 1

0

d∑
l=1

(p̄l(t) dq̄l(t)− pl(t) dql(t))

=

∫ 1

0

d∑
l=1

(p̄l(t) dvl(p̄(t), q(t))− ul(p̄(t), q(t)) dql(t))

=

∫ 1

0

d∑
l=1

(
−vl(p̄(t), q(t))dp̄l(t)− ul(p̄(t), q(t)) dql(t)

)
= −

∫ (p̄(0),q(0)+el)

(p̄(0),q(0))

d∑
l=1

(
vldp̄l + uldql

)
= −s(p̄(0), q(0) + el) + s(p̄(0), q(0)).

We see that the conservation of loop actions is equivalent to the periodicity of s.
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